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Preface 

We describe in this book, bio-inspired models and applications of hybrid intelli-
gent systems using soft computing techniques for image analysis and pattern rec-
ognition based on biometrics and other information sources. Soft Computing (SC) 
consists of several intelligent computing paradigms, including fuzzy logic, neural 
networks, and bio-inspired optimization algorithms, which can be used to produce 
powerful hybrid intelligent systems. The book is organized in five main parts, 
which contain a group of papers around a similar subject. The first part consists of 
papers with the main theme of classification methods and applications, which are 
basically papers that propose new models for classification to solve general prob-
lems and applications. The second part contains papers with the main theme of 
modular neural networks in pattern recognition, which are basically papers using 
bio-inspired techniques, like modular neural networks, for achieving pattern rec-
ognition based on biometric measures. The third part contains papers with the 
theme of bio-inspired optimization methods and applications to diverse problems. 
The fourth part contains papers that deal with general theory and algorithms of 
bio-inspired methods, like neural networks and evolutionary algorithms. The fifth 
part contains papers on computer vision applications of soft computing methods. 

In the part of classification methods and applications there are 5 papers that de-
scribe different contributions on fuzzy logic and bio-inspired models with applica-
tion in classification for medical images and other data. The first paper, by Carlos 
Alberto Reyes et al., deals with soft computing approaches to the problem of in-
fant cry classification with diagnostic purposes. The second paper, by Pilar Gomez 
et al., deals with neural networks and SVM-based classification of leukocytes us-
ing the morphological pattern spectrum. The third paper, by Eduardo Ramirez et 
al., describes a hybrid system for cardiac arrhythmia classification with fuzzy K-
Nearest Neighbors and neural networks combined by a fuzzy inference system. 
The fourth paper, by Christian Romero et al., offers a comparative study of blog 
comments spam filtering with machine learning techniques. The fifth paper, by 
Victor Sosa et al., describes a distributed implementation of an intelligent data 
classifier. 

In the part of pattern recognition there are 6 papers that describe different con-
tributions on achieving pattern recognition using hybrid intelligent systems based 
on biometric measures. The first paper, by Daniela Sanchez et al., describes a ge-
netic algorithm for optimization of modular neural networks with fuzzy logic inte-
gration for face, ear and iris recognition. The second paper, by Denisse Hidalgo et 
al., deals with modular neural networks with type-2 fuzzy logic response integra-
tion for human recognition based on face, voice and fingerprint. The third paper, 
by Lizette Gutierrez et al., proposes an intelligent hybrid system for person  
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identification using the ear biometric measure and modular neural networks with 
fuzzy integration of responses. The fourth paper, by Luis Gaxiola et al., describes 
the modular neural networks with fuzzy integration for human recognition based 
on the iris biometric measure. The fifth paper, by Juan Carlos Vazquez et al., pro-
poses a real time face identification using a neural network approach. The sixth 
paper, by Miguel Lopez et al., describes a comparative study of feature extraction 
methods of type-1 and type-2 fuzzy logic for pattern recognition systems based on 
the mean pixels. 

In the part of optimization methods there are 6 papers that describe different 
contributions of new algorithms for optimization and their application to real 
world problems. The first paper by Marco Aurelio Sotelo-Figueroa et al., de-
scribes the application of the bee swarm optimization BSO to the knapsack prob-
lem. The second paper, by Jose A. Ruz-Hernandez et al., deals with an approach 
based on neural networks for gas lift optimization. The third paper, by Fevrier 
Valdez et al., describes a new evolutionary method combining particle swarm op-
timization and genetic algorithms using fuzzy logic. The fourth paper by Claudia 
Gómez Santillán et al., describes a local survival rule for steer an adaptive ant-
colony algorithm in complex systems. The fifth paper by Francisco Eduardo 
Gosch Ingram et al., describes the use of consecutive swaps to explore the inser-
tion neighborhood in tabu search solution of the linear ordering problem. The 
sixth paper by Leslie Astudillo et al., describes a new optimization method based 
on a paradigm inspired by nature. 

In the part of theory and algorithms several contributions are described on the 
development of new theoretical concepts and algorithms relevant to pattern recog-
nition and optimization. The first paper, by Jose Parra et al., describes an im-
provement of the backpropagation algorithm using (1+1) Evolutionary Strategies. 
The second paper, by Martha Cardenas et al., describes parallel genetic algorithms 
for architecture optimization of neural networks for pattern recognition. The third 
paper, by Mario Chacon et al., deals with scene recognition based on fusion of 
color and corner features. The fourth paper, by Hector Fraire et al., describes an 
improved tabu solution for the robust capacitated international sourcing problem. 
The fifth paper, by Martin Carpio et al., describes variable length number chains 
generation without repetitions. The sixth paper, by Juan Javier González-Barbosa 
et al., describes a comparative analysis of hybrid techniques for an ant colony sys-
tem algorithm applied to solve a real-world transportation problem.  

In the part of computer vision applications several contributions on applying 
soft computing techniques for achieving artificial vision in different areas are pre-
sented. The first paper, by Olivia Mendoza et al., describes a comparison of fuzzy 
edge detectors based on the image recognition rate as performance index calcu-
lated with neural networks. The second paper, by Roberto Sepulveda et al., pro-
poses an intelligent method for contrast enhancement in digital video. The third 
paper, by Oscar Montiel et al., describes a method for obstacle detection and map 
reconfiguration in wheeled mobile robotics. The fourth paper, by Pablo Rivas et 
al., describes a method for automatic dust storm detection based on supervised 
classification of multispectral data. 
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In conclusion, the edited book comprises papers on diverse aspects of bio-inspired 
models, soft computing and hybrid intelligent systems. There are theoretical spects 
as well as application papers. 

 
May 31, 2010 
 

Patricia Melin, Tijuana Institute of Technology,  
Mexico 

Janusz Kacprzyk, Polish Academy of Sciences, Poland 
Witold Pedrycz, University of Alberta, Canada 
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José Francisco Delgado-Orta, Laura Cruz-Reyes,
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Soft Computing Approaches to the Problem of Infant 
Cry Classification with Diagnostic Purposes 

Carlos A. Reyes-Garcia1, Orion F. Reyes-Galaviz2, Sergio D. Cano-Ortiz3,  
Daniel I. Escobedo-Becerro3, Ramón Zatarain4, and Lucia Barrón-Estrada4 

1 Instituto Nacional de Astrofisica Optica y Electronica (INAOE)  
2 Instituto Tecnologico de Apizaco  
3 Universidad de Oriente  
4 Instituto Tecnológico de Culiacán  
kargaxxi@inaoep.mx, orionfrg@yahoo.com, scano@fie.uo.edu.cu, 
rzatarain@itculiacan.edu.mx 

Abstract. Although the scientific field known as infant cry analysis is close to 
celebrate its 50 anniversary, considering the Scandinavian experience as the start-
ing point, until now none reliable cry-based clinical routines for diagnosis has 
been successfully achieved. Nevertheless in support of that goal some expecta-
tions are appearing when new automatic infant cry classification approaches dis-
playing potentialities for diagnosis purposes are added to the traditional perceptive 
approach and direct spectrogram observation practice. In this paper we present 
some of those classification approaches and analyze their potentials for newborn 
pathologies diagnosis as well. Here we describe some classifiers based on soft 
computing methodologies, among them; one following the genetic-neural ap-
proach,   an experimental essay with a hybrid classifier combining the traditional 
approach based on threshold classification and the classification approach with 
ANN, one more applying type-2 fuzzy sets for pattern matching, and one using 
fuzzy relational products to compress the crying patterns before classification. Ex-
periments and some results are also presented. 

1   Introduction 

For several decades the acoustic analysis of infant crying and their vocalizations 
has been led to the identification and to help diagnosis of pathologies supported by 
the study of the behavior and knowledge of the variations that occur in the produc-
tion of the sound of infant crying. Many works have appeared reporting the link-
age of age, identity and relevant information found in a number of parameters of 
these cries with the neurophysiological status of newborns [1-12]. In fact the diag-
nosis potential of infant cry analysis for various pathological conditions in the 
neonate has been demonstrated [1-2] [4-10] [13-16]. 

In this process several processing alternatives have been applied to the acoustic 
analysis of infant crying such as: auditory analysis, analysis tempo-frequencial of 
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the crying signal, spectrographic analysis, digital signal processing (DSP) tech-
niques, all of them potentiated by the rise and development of computers and new 
information technologies. To the classical approach of infant cry analysis (ICA) to 
extract relevant information from crying of a diagnostic value according to the 
threshold behavior of acoustic parameters [4] [8] [10] [14-16], we recently added 
approaches like logical-combinatorial, connectionist,  genetic-neural, type-2 fuzzy 
sets and other hybrid systems. [28-34] 

2   The Infant Cry Automatic Recognition Process 

The infant cry automatic classification process is, in general, a pattern recognition 
problem, similar to Automatic Speech Recognition (ASR). The goal is to take the 
wave from the infant's cry as the input pattern, and at the end obtain the kind of 
cry or pathology detected on the baby [32], [33]. Generally, the process of Auto-
matic Cry Recognition is done in two steps. The first step is known as signal proc-
essing, or feature extraction, whereas the second is known as pattern classification. 
In the acoustical analysis phase, the cry signal is first normalized and cleaned, and 
then it is analyzed to extract the most important characteristics in function of time. 
Some of the more used techniques for the processing of the signals are those to ex-
tract: pitch, intensity, spectral analysis, linear prediction coefficients (LPC), Mel 
frequency cepstral coefficients (MFCC), cochleograms, etc. The set of obtained 
characteristics is represented by a vector, which, for the process purposes, repre-
sents a pattern. The set of all vectors is then used to train the classifier. Later on, a 
set of unknown feature vectors is compared with the knowledge that the computer 
has to measure the classification output efficiency.  Figure 1 shows the different 
stages of the described recognition process. 

In this paper we will not describe the complete acoustic analysis process, in-
stead we recommend the interested readers to consult [26] [28] [29] y [32-34]. The 
rest of the paper will be devoted to the description of some models applied in the 
pattern recognition phase.  

 

Fig. 1. Automatic Infant Cry Recognition Process 
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3   Logical-Combinatorial Approach 

This is related to the logical-combinatorial approach of Pattern Recognition whose 
essential idea is to establish the analogy, in which an object may resemble another, 
but it might not be in its entirety, and the parts that look alike can provide infor-
mation about possible regularities between objects.  

This approach is an alternative to the statistical approach, regularly applied in 
medical investigations. It allows the appropriate treatment to the characteristics of 
little formalized sciences, where specialists seldom have a single explanation to 
their conclusions, and where in the description of objects are present both, qualita-
tive and quantitative variables, or where often occur objects of which there is no 
information on some of their descriptive characteristics. 

The classification by learning applies to problems where there are two or more 
classes of objects -- of any kind - and a group of them is known which respec-
tively belong to these classes. The model of voting algorithms is a partial prece-
dence algorithm, which analyzes the accumulated experience. A key feature is the 
opportunity to analyze and reach conclusions on the problem from different view-
points. This model is described by the following steps: 

1. Establishment of the system of support sets. 
 2. Similarity function. 
 3. Evaluation by row given a set of fixed support. 
 4. Evaluation by class given a set of fixed support. 
 5. Evaluation by class for the whole system of support sets. 
 6. Solution Rule 

Applying the voting algorithms model implicitly entails the analysis by parts of 
the model being evaluated. This is a useful feature that allows weighting the 
analysis by different criteria in problems that can be broken down and analyzed 
taking different sub-descriptions and evaluation criteria. One advantage of apply-
ing this paradigm to science little formalized such as medicine, is that it lets to 
analyze qualitative and quantitative variables, assuming no information at all. This 
model of voting algorithms was used in classification of infant crying with good 
results [26]. 

4   The Connectionist Approach 

These kind of methods are known as connectionist models or Artificial Neural 
Networks (ANN), due to the resemblance its processing has with the form of 
processing of the human nervous system. They are essential parts of an emerging 
field of knowledge known as Computational Intelligence.  

The use of connectionist models has provided a solid step forward in solving 
some of the more complex problems in Artificial Intelligence (AI), including such 
areas as machine vision, pattern recognition, speech recognition and speech syn-
thesis. The research in this field has focused on the evaluation of new neural net-
works for pattern recognition, training algorithms using real speech data, and 
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whether parallel architectures of neural networks can be designed to perform ef-
fectively the work required for complex algorithms for the recognition of crying 
[5]. This approach has been used in the classification of infant crying under sev-
eral scenarios: use of supervised Feed Forward networks (Petroni 1995, Cano et al 
2000, Reyes Garcia 2000, 2002), classifying with Kohonen’s self-organizing maps 
(Schonweiller 1996, Cano et al 1998). 

5   Genetic-Neural Approach  

This approach is a recent hybrid alternative, where evolving models are applied 
to select the best features of the crying input vectors, which then are used to train 
a classification system based on neural networks [35]. To make that selection, 
Evolution Strategy (ES) techniques are applied. These techniques are similar to 
genetic algorithms (GA) but the principal difference is that GA use both cross-
over and mutation whereas ES uses only mutation. In addition, when an evolution 
strategy is used there is no need to represent the problem in a coded form, and 
real numbers can be used for the representation of individuals. In our application 
the system works as follows: We start with a p x q size array, where p is the 
number of acoustic characteristics that each sample has, and q is the number of 
samples that exist. This p x q matrix is to be reduced to an m x q matrix, where m 
is the number of features selected, and m < p. This reduction is carried out in the 
following way; there is a population of n individuals, where each individual has a 
length m; each of these individuals represents n arrays of m x q size, as shown in 
Figure 2. 

Once obtained the matrices, n neural networks are initialized, and each one is 
trained with one of the matrices, at the end of each training process the efficiency 
of the neural network is tested by means of confusion matrices. With these data, 
we select the n/2 matrices that gave the best results as illustrated in Figure 3. 

 

Fig. 2. Initializing Individuals 
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Fig. 3. Selecting the best individuals 

 
When the best arrays are selected a tournament is applied, where l random 

numbers are generated  ranging from 0 to the number of arrays selected (n / 2), as 
shown in the Figure 4, where 2 arrays of 4 were selected, then 4 random numbers 
from 0 to 2 are generated. It is significant to remark that the number 1 has twice 
the probability to be randomly generated, since when the random number is 0, it 
automatically becomes 1, that will be seen as a reward to the best place, along 
with a greater chance of being selected. 

 

 
 

Fig. 4. Generating the new population with the best individuals 

 
Once the new population of individuals is generated, they undergo a random 

mutation, for each epoch a mutation factor (MF) is generated, for each individual, 
a random number between 0 and 1 is next generated, if it is less than  MF  the in-
dividual is mutated, if it is greater or equal, passes to the next generation exactly 
the same. When an individual is selected to be mutated, generates a random num-
ber between 1 and m, that is to select which gene will be mutated. Once done, it 
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generates a random number between 1 and p, which is used to select a new feature 
from the original vectors.  

It is worth mentioning that a feature can be selected twice in the same individ-
ual, since the algorithm does not verify if this feature already exists within the ge-
netic information of individual. If the individual with repeated features is efficient, 
it means that this feature is essential and important for optimal recognition of the 
crying samples. 

The designer has the option to choose as the stopping criterion, which, in this 
case, is the number of generations that will perform the system (r). At the end of r 
generations, we get the individual who got the best overall result, and the best in-
dividuals are shown in each of the r generations. With this we know which the 
best features are to be selected for robust recognition. It should be mentioned that 
this classification system is of the wrapping type, for which, once selected the best 
characteristics, through evolutionary strategies, we must train the system with 
them, looking for the best classification results [25].  

In order to compare the behavior of our proposed hybrid system, we made a set 
of experiments where the original input vectors were reduced to 50 components by 
means of Principal Component Analysis (PCA). When we use evolutionary strate-
gies for the acoustic features selection, we search for the best 50 features. By this 
way, the neural network’s architecture consists of a 50 nodes input layer, a 20 
nodes hidden layer (60% less nodes than the input layer) and an output layer of 3 
nodes. The implemented system is interactively adaptable; no changes have to be 
made to the source code to experiment with any corpuses. Also, for these experi-
ments, we have a corpus made out of 1049 samples from normal babies, 879 from 
hypo acoustics (deaf), and 340 with asphyxia, all this from one second segments 
samples. On the next step the samples are processed individually by extracting its 
MFCC features, this process is done with the freeware program Praat 4.2. The 
acoustic features are extracted as follows: for each segment we extract 16 coeffi-
cients for every 50 or 100 milliseconds, generating vectors that go from 145 to 
304 features for each one second sample. The training is done up to 6000 epochs 
or until a 1×10-8 error is reached. Once the network is trained, we test it using dif-
ferent samples from each class separated previously for this purpose (we used 
from each corpus 70% for training and 30% for testing). The recognition results 
with the best configuration of acoustic features are shown in Table 1. 

 
Table 1. Results using different feature extractions, comparing a simple neural network 
with a hybrid system 
 

  Neural System Hybrid System 

1 sec. MFCC 16 feat 50ms 89.79% 95.40% 

1 sec. MFCC 16 feat 
100ms 

93.33% 96.76% 
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6   Development of a Hybrid Classifier 

In order to show the potential of a hybrid approach Specialists of the Voice Proc-
essing Group of the Universidad de Oriente in Santiago de Cuba in collaboration 
with the Soft Computing Group of INAOE Puebla (Mexico) implemented and 
tested in [27] [35] a hybrid classifier in which two approaches were combined: the 
traditional approach based on threshold classification and the classification  
approach with ANN (with Cepstral Coefficients in the scale of MEL (MFCC's) as 
attributes). The test took place for a primary sample taken from the BDLLanto da-
tabase (32 cases: 16 from healthy neonates and 16 from pathological neonates) 
which were segmented into 73 units of healthy crying and 68 units of pathological 
crying (related to hypoxia)  from which 58 crying units (by class) were selected 
for the training phase and 10 for classification. 

The hybrid classifier corresponds to the block diagram shown in Figure 5. 
 

 
 

Fig. 5. Block Diagram of the infant crying hybrid classifier 

 
The classifier calculates a normal FN1 subscript (as the threshold criterion for 

the 4 acoustic attributes: loudness, stridency, displacement of the fundamental 
tone and melodic pattern) and a normal FN2 subscript (according to the classifica-
tion criteria of the connectionist model trained with MFCC's), obtaining finally a 
D index (average of both normal indices) that decide the membership of the 2 cry-
ing unit classes (normal and pathological) under study. The grading criteria for the 
D index was: 

 

• Normal                                                     D <=0,5 

• Moderately   pathological                          D = 0,75 

• Pathological                                              D = 1,0 

6.1   Classification Results Analysis    

Classification results are shown in tables 2, 3, 4 and 5:  
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Table 2. Classification results according to the threshold level 

FN1 Index Total cases by class 

0 0.25 0.5 0.75 1.0 

Normal 10 9 1 - - - 

Pathologic 10 - 2 5 2 1 

Table 3. Altering frequency for parameters in both classes (N/P) 

Altered Parameter  
 Stridence Sonority Melody F0 Displacement 

Normal (10) - - - 1 

Pathologic (10) 6 5 5 6 

Table 4. Classification results with an ANN 

Confusion Matrix  
Type of 
Cry 

 
Samples Normal Pathologic 

 
Classification 

Normal 10 7 3 70% 

Pathologic 10 2 8 80% 

Total 20  75% 

Table 5. Classification results with the proposed hybrid model 

Confusion Matrix D Index  
Normal Pathologic x<=0.5 0.5<=x<=0.75 0.75<=x 

Classification 
% 

Normal 10 10 0 10  0 100 
Pathologic 10 2 8 2 7 1 80 
Total 20  12 7 1 90 

For the analysis of the results we can observe that: 

• The hybrid classifier performance is superior to the classification rates of 
similar systems reported in the literature.  

• The gradation in levels of index D allows the physician or neonatologist the 
proper use of the output of the classifier to compare and evaluate the possi-
ble meanings attached to that output, in the face of neurophysiological 
evaluation of the multidisciplinary team that evaluates the infant (eg. how 
abnormal is the acoustics of that crying and its possible diagnostic value) 
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• The need to incorporate a greater number of relevant acoustic attributes to be 
considered by the infant cry classifier, reported by Shonweiller et al in [19], 
is widely satisfied in this experience. It is evident that the combination of at-
tributes increases recognition rates with respect to experiments with a single 
attribute.  

• An interesting aspect to remark is the fact that the 2 crying units bad classi-
fied erroneously as normal (see Table 4) had precisely FN1 rates of 0.75 
(which implied a significant abnormality on threshold-based classifier),  
demonstrating the diagnostic validity that may still have each independent 
classifier.  

7   Statistic Measures for Reducing Input Vectors 

In [28] we presented a work titled “Statistical Vectors of Acoustic Features for the 
Automatic Classification of Infant Cry” where, in order to improve processing 
time, the original acoustical data vectors are reduced. An associated objective of 
data reduction is to preserve the most relevant information, in such a way that the 
resulting data are the most representative of the original ones. In this sense, statis-
tical operations as minimum, maximum, average, standard deviation and variance, 
are operations that when applied on a data set the result is only one representative 
global value from each operation. Each operation by itself is not able to represent 
all the data set. Nevertheless, their combination allows obtaining a global repre-
sentation of the data vectors. The reduction is carried out by means of five statisti-
cal operations, significantly reducing the size of the vectors from 304 or more 
MFCC or LPC attributes to only 5 statistical characteristics. Once the reduced ma-
trices are generated, 3 groups of data are formed in the following way: 200 and 
340 statistical vectors of each type of cry in a random way were selected, forming 
the groups A and B respectively. Another group C was formed by means of the 
random selection of 200 vectors of each type of cry without data reduction. 

7.1   Experimental Tests and Results 

The results when using several different single classifiers are presented in Table 6.  

Table 6. Results using a single classifier. 

Classifier Precision  
data set A 

Precision  
data set B 

Precision 
 data set C 

N. Bayes 87.67% 88.43% 85.83% 
SVM 89.67% 90.78% 91.67% 
Neural N. 91.67% 91.86% 90.83% 
R. Forest 90.3% 91.37% 89% 
J48 89% 90.88% 83.5% 
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Table 7 allows us to compare the classifiers and ensembles that obtained less clas-

sification error by groups of data. It is possible to observe in the table that, almost all 
the ensembles include the classifier that individually obtained the best results. 

Table 7. Best classifiers and ensembles by precise classification. 

 A B C 
Classifier Neural N; 91.67% Neural N; 91.86% SMO; 91.67% 
Ensemble Staking: Neural N, 

SMO, R. Forest
91.83% 

Vote: Neural N, R. 
Forest; 93.23% 

Staking: SMO, J48 
Vote: SMO, R. 
Forest91.66% 

8   The Fuzzy Approach 

A work titled “Type-2 Fuzzy Sets Applied to Pattern Matching for the Classifica-
tion of Cries of Infants under Neurological Risk” was presented in [29] consisting 
in a pattern recognition algorithm for the classification of infant cries.  

Type-1 fuzzy sets are not able to directly model some kinds of uncertainties 
because their membership functions are totally crisp. On the other hand, type-2 
fuzzy sets are able to model such uncertainties because their membership func-
tions are themselves fuzzy. Membership functions of type-1 fuzzy sets are  
two-dimensional, whereas membership functions of type-2 fuzzy sets are three-
dimensional. Trying to capture the uncertainties present in the infant cry signal 
we decided to apply pattern matching with type-2 fuzzy sets. For the experi-
ments, we used four different acoustic features; Intensity, Cochleogram, LPC, 
and MFCC. For the extraction of the two last features we applied 50 ms windows 
(Hamming), in each of which we obtained 16 coefficients. In this way we ob-
tained feature vectors for the corresponding characteristic with 19 values for In-
tensity, 304 for LPC and MFCC and of 510 for Cochleogram values for each one 
second segment sample. 

Once the feature vectors of each class are obtained, we proceed to the infant cry 
recognition and classification phase. For this task we applied the Fuzzy Pattern 
Matching approach modified to the use of type 2 fuzzy sets (T2-FPM). The algo-
rithm is divided in two parts, the learning one, where primary and secondary 
membership information on the classes is collected, the membership of each ele-
ment to each class is calculated, and a decision to which class each element  
belongs to is taken. In the classification phase an element (an unknown feature 
vector) is received, from which the membership to each class is obtained. 

8.1   Results  

The classifier was tested using the method of 10-fold cross validation, which con-
sists of dividing in 10 parts the testing set, and testing the classifier with each one. 
Nine subsets are used for training and one for testing. This process is repeated 10 
times using a different test set each time. The dataset used to test the classifier  
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Table 8. Experiments to classify three classes: asphyxia, normal and hyperbilirubinemia 

 

contains: 400 patterns for class “normal,” 340 patterns for class “asphyxia” and 
418 for class “hyperbilirubinemia”.  Each pattern contains four feature vectors: 
LPC (304 elements), MFCC (304 elements), Intensity (19 elements) and 
Cochleogram (510 elements). Different combinations of these vectors were used 
for testing the classifier, in order to find out the best features to discriminate 
among asphyxia and hyper-bilirrubinemia. For example, for the test case using the 
four feature vectors, the classifier gets an input vector with 1,137 attributes. Some 
of the most relevant results are shown at Table 8. 

For three-class classification, the best results were obtained using the combina-
tion LPC-Cochleograms. Acceptable results were also obtained when all four fea-
ture vectors were used (LPC, MFCC, Cochleograms and Intensity). The fact that 
two feature vectors perform better than four may be explained because intensity 
proved to be bad discriminator when used alone (see Table 7). 

9   Compressing the Cry Features 

Very recently we tried to classify infant cry by compressing the original signal, in-
stead of reducing the vectors once they were analyzed. This experience was re-
ported in [30] with the title “Fuzzy Relational Compression Applied on Feature 
Vectors for Infant Cry Recognition”, in which the reduction method uses Fuzzy 
Relational Product (FRP) to compresses the information inside a feature vector, 
building with this a compressed matrix that will help us recognize two kinds of pa-
thologies in infants; Asphyxia and Deafness. This algorithm uses codebooks to 
build a small relational matrix that represents an original vector. Since this algo-
rithm was firstly designed to compress and decompress images, the resulting com-
pressed matrix, along with the codebooks should hold enough information to build 
a lossy representation of the original image. 

The mathematical relations are another kind of fuzzy relational operations, and 
their properties can be applied to crisp or fuzzy matrices as follows. Let R be a re-
lation from X to Y, and S a relation from Y to Z, furthermore let be X = {x1; x2; …; 
xn}, Y = {y1; y2; …; yn}, and Z = {z1; z2; …; zn} finite sets, there can be many bi-
nary operations applied on them, each one resulting in a product relation from set 
X to set Z, operations such as: Circlet Product (R ○ S), where x has a relation R ○ S 
to z, if and only if there is at least one y such that xRy and ySz: 
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x(R ○ S)z <=>  ∃ y ∈ Y if (xRy and ySz) 

Then the circlet relation x(R ○ S)z exists if and only if there is a path from x to z: 

(R ○ S)xz = max[min(Rxy; Syz)] = ∩ (Rxy∩Syz); 

The algorithm was firstly proposed for lossy compression and reconstruction of 
an image by Hirota and Pedrycz [31], where a still gray scale image is expressed 
as a fuzzy relation by normalizing the intensity range of each pixel from [0; 255] 
onto [0; 1]. In our case, a feature vector that holds the information of an infant cry 
sample is also normalized onto values between [0; 1], transformed into a matrix R 
(Figure 6), and then compressed into; 

G ∈ F(I × J) 

 
Fig. 6. Feature vector normalized and transformed into Matrix R 

The whole compression process is visually described in Figure 7. 

 

Fig. 7. Fuzzy Relational Feature compression 

Where A and B are codebooks, each of which is an essential process in the ma-
trix compression. Given a codebook, each block of the matrix can be represented 
by the binary address of its closest codebook vector. Such a strategy results in sig-
nificant reduction of the information involved on the matrix transmission and stor-
age. To implement the fuzzy relational compressor, the first step is to program an 
algorithm that multiplies two matrices of sizes RT = N × M and A = M × I. The re-
sult must be a matrix of size Q = N × I, which is then transposed QT = I × N and 
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multiply it by B = N × J, the resulting matrix must have a size G = I × J. More de-
tails of this process can be seen in [30]. 

9.1   Implementation and Experiments 

For the infant cry classification we used a Time Delay Neural Network (TDNN). 
For the reported experiments, we used 1049 samples from normal babies, 879 
from hypoacoustics (deaf), and 340 with asphyxia; all samples are 1 second seg-
ments. Next, the samples are processed to extract the MFCC acoustic features. In 
these experiments, and since there are only 340 samples contained in the Asphyxia 
class, 340 samples are randomly selected from the Normal and Deaf classes re-
spectively, for a total of 1020 vectors; as a result we have a Training matrix of size 
(361+1) × 714 (70% from each class) and a Testing matrix of size (361+1) × 306 
(the remaining 30%).  

After the training and testing matrices have been compressed and rebuilt the in-
put vectors were reinforced by adding a vector extracted from the original uncom-
pressed matrices; for each input vector the following statistical analysis were  
obtained: maximum, minimum, standard deviation, mean, and median values. 
These vectors were concatenated to the bottom of their corresponding previously 
compressed samples, giving us vectors of size (30+1) × 1. With these vectors, the 
final compressed training and testing matrices result in a size of (30+1) × 714 and 
(30+1) × 306 respectively.  

In order to validate and compare the behavior of the proposed fuzzy relational 
compression, a set of experiments were made:  

1. Original vectors without any dimensionality reduction, 
2. Vectors reduced to 50 Principal Components with PCA, 
3. Vectors reduced to 25 components with FRP, 
4. Vectors reduced to 5 components; (max; min; std; mean; median), and 
5. Reinforced vectors with 30 components (rFRP) 

Each experiment was performed five times; the average results are shown on 
Table 9. 

Table 9. Average experimental results comparing different compression methods 

 

The feature compression using fuzzy relational product, and reinforcing it with 
a statistical analysis, becomes a simple implementation process and has satisfac-
tory results, proving its effectiveness; given that the resulting matrices, which 
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were compressed to almost 10% of their original size, yielded good results when 
classifying three different infant cry classes. 

10   Conclusions  

This paper addresses the issue of hybrid infant crying classifiers oriented to the 
neonatal diagnosis which is a current trend in the infant cry analysis field.  

It demonstrates the importance which has the increase in the number of  
acoustic attributes with diagnostic potential as well as the need to deepen into the 
combined effect it may have in order to improve performance rates of infant cry 
classifiers.  

11   Recommendations 

In the future we propose the incorporation of other approaches such as neuro-
genetic classification and the combination of features into a single vector to  
improve the representation of crying. This combination is supported by the hy-
pothesis that when the features based in predicting the signal, and those based on 
perception are combined, a representation with attributes complementing among 
themselves will be obtained, and consequently the final recognition rate should be 
improved. 
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Abstract. In this paper we present the morphological operator pecstrum, or  
pattern spectrum, as a feature extractor of discriminating characteristics in micro-
scopic leukocytes images for classification purposes. Pecstrum provides an excel-
lent quantitative analysis to model the morphological evolution of nuclei in blood 
white cells, or leukocytes. According to their maturity stage, leukocytes have been 
classified by medical experts in six categories, from myeloblast to polymorphonu-
clear corresponding to the youngest and oldest extremes, respectively. A feature 
vector based on the pattern spectrum, normalized area, and nucleus - cytoplasm 
area ratio, was tested using a multilayer perceptron neural network trained by 
backpropagation, and a Support Vector Machine algorithm. Results from Euclid-
ean distance and k-nearest neighbor classifiers are also reported as reference for 
comparison purposes. A recognition rate of 87% was obtained in the best case, 
using 36 patterns for training and 18 for testing, with a three-fold validation 
scheme. Additional experiments exploring larger databases are currently in  
progress. 

1   Introduction 

The use of differential counting and assessment of blood white cells morphology 
from bone marrow is an important source of data for clinical cytology in a wide 
range of pathologies in the medical fields of oncology and hematology [1-3]. In 
order to accomplish the analysis, an important attribute to consider in leukocytes 
analysis is the age of the cell, which is strongly reflected in a morphological  
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evolution of its nucleus and cytoplasm. Although the maturity of the cell is a con-
tinuous variable, white blood cells are classified into discrete classes. Because the 
boundaries between classes are not well-defined, there are variations of counts 
among experts performing the same task, or even variations of counts performed 
by the same person on some samples in different moments.  

The leukocyte differential counting consists of the quantification of the various 
white blood cells populations present in peripheral blood. Even though they derive 
from the same progenitor cell and interact with one another, each population can 
be considered relatively independent in terms of maturation, function, and control 
mechanism. The differential count has two main objectives, the search for quanti-
tative abnormalities in morphologically normal white blood cells populations 
which requires high levels of precision and accuracy, and the search for morphol-
ogic abnormalities, i.e., the identification of immature or atypical cells for diag-
nostic or monitoring purposes, which requires a high level of clinical sensitivity. 
The traditional microscopic method based on the count of 100 cells has three types 
of error: statistical error, distributional error owing to unequal distribution of cells 
in the smear, and error in identifying cells related to the subjective interpretation 
of the examiner.  

Cytology experts have identified six categories of this type of cells, according 
to their maturity stage, that ordered from youngest to oldest are named: Mye-
loblast, promyelocyte, myelocyte, metamyelocyte, band, and polymorphonuclear 
leukocytes [4,5].  Some typical examples of these categories are shown in figure 1, 
where nucleus and cytoplasm of each cell can be easily distinguished. Myeloblast 
is the earliest recognizable myeloid cell, and normally it has a large round to oval 
nucleus.  Promyelocyte is slightly larger than a myeloblast. Its nucleus, although 
similar to a myeloblast, shows slight chromatin condensation and less prominent 
nucleoli with respect to the size of the cytoplasm. Myelocytes are slightly smaller 
than promyelocytes and have eccentric round-oval nuclei, often flattened along 
one side. In a typical image of a myelocyte, the proportion of the area occupied by 
the nucleus with respect to the cytoplasm is about 50-50 %. Metamyelocytes (10-
18µ) are slightly smaller than myelocytes. They have kidney shaped indented nu-
clei and relatively dense chromatin, especially along the nuclear membrane. Bands 
are usually characterized by a U-shaped or deeply indented nucleus. Opposite 
sides or lobes are of roughly equal size or diameter, and there is no nuclear con-
striction greater than one half of the lobe diameter. Polymorphonuclear (PMN) 
leukocytes or segmented neutrofiles are characterized by definite lobation with 
thin thread-like filaments of chromatin joining the 2-5 lobes. From the previous 
description of typical forms of leukocytes, we can notice that definition of charac-
teristics to discriminate among them is not straightforward, and it involves some 
degree of subjectivity.  

Currently, there are some specialized manufacturers which offer professional 
equipments to perform hematologic analysis, such as Siemens ADVIA 2120, 
Sysmex XE-2100, or Beckman Coulter LH 750, some of them based on multicolor 
flow cytometry methods for the cell identification [6,7]. In this research we ex-
plore the use of mathematical morphology as a tool to create a feature extractor 
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able to discriminate leukocytes through image processing techniques from micro-
scopic cell images using a personal computer.  

The automatic identification of leukocytes according to their maturity stage 
could be very useful in the construction of automatic systems for the classification 
of different kinds of leukemia, differential counting of cells, and cytology applica-
tions. For this purpose, it is required to use a feature extractor able to represent 
shapes and at the same time, be tolerant enough to variations among patterns due 
to translations and rotation of the images. An additional problem associated to the 
creation of automatic leukocyte recognizers is the lack of public databases of leu-
kocytes images to use for experimentation. The published research that we have 
found related to this kind of problem is normally carried out using private data-
bases, which in many cases present an unbalanced number of images with respect 
to classes, or have been digitized under very different conditions.  

Some approaches have been recently reported for automatic image analysis ap-
plied to microscopic cell imagery. In [8] the authors present a methodology to 
achieve a fully automated detection and classification of leukocytes based on mi-
croscope color images identifying the following classes: Basophil, Eosinophil, 
Lymphocyte, Monocyte and Neutrophil. The classification process is carried out 
using a parallel feed-forward neural network system. The feature vector is genera-
ted using the following information: Area, perimeter, convex area, solidity, major 
axis length, orientation, filled area, eccentricity, ratio between the cell and nucleus 
areas, the nucleus’ “rectangularity” (ratio between the perimeter of the tightest 
bounding rectangle and the nucleus perimeter), the cell “circularity” (ratio betwe-
en the perimeter of the tightest bounding circle and the cell perimeter), the number 
of lobes, and the solidity, area and mean gray-level intensity of the cytoplasm. In 
[9] the authors present a combination of continuous wavelet transform and mo-
ment-based features, obtained from atomic force microscope data to represent 
shape information of leukocyte and erythrocyte cells at multiple resolution levels. 
The features are then used to discriminate between anucleate versus nucleate cell 
types and to distinguish cells from a fibrous environment such as a tissue scaffold 
or stint. The authors describe the features as invariant under operations of transla-
tion, rotation, and scaling.  

In [10] the authors present a classification system based on mathematical mor-
phology to segment white blood cells. The features extracted from the segmented 
images include the first and second granulometric moments of nucleus, cell area, 
and the peak location of the morphological pattern spectrum. The classification is 
carried out using the fuzzy C-means algorithm. Morphological operators have been 
reported also for white blood cell segmentation into nucleus and cytoplasm, using 
scale-space filtering, the watershed transform and granulometric analysis [11]. 

In this work we use the morphological operator pecstrum, or pattern spectrum, 
as a feature extractor of discriminating characteristics in microscopic leukocytes 
images for classification purposes. Pecstrum is shown to provide an excellent 
quantitative analysis to model the morphological evolution of nuclei in blood 
white cells, or leukocytes according to their maturity stage. A feature vector based 
on the pattern spectrum, normalized area, and nucleus - cytoplasm area ratio, was 
tested using a multilayer perceptron neural network trained by backpropagation, 
and a Support Vector Machine algorithm. 
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2   Image Morphology 

Mathematical morphology aims to quantitatively describe operations effective for 
the shape of objects in an image [12,13]. Operations are described by combina-
tions of a basic set of numerical manipulations between an image A and a small 
object B, called a structuring element, which can be seen as a probe that scans the 
image and modifies it according to some specified rule. The shape and size of B, 
typically much smaller than the image A, together with the specific rule, define 
the characteristics of the performed process. 

 

 

 

Fig. 1. Maturity stages of white blood cells. (a) Myeloblast. (b) Promyelocyte.  (c) Myelo-
cyte. (d) Metamyelocyte. (e) Band, (f) Polymorphonuclear leukocytes (PMN). 

A very interesting morphological operator is the pattern spectrum or pecstrum. 
This operator decomposes the target image in morphological components accord-
ing to the shape and size of the structuring element, providing a quantitative 
analysis of the morphological content of the image. Pecstrum was originally de-
veloped and reported by Maragos and Pitas [14,15]. Although it presents excellent 
properties as a shape extractor, with invariance to translation and rotation, pec-
strum has not been extensively used, probably because it results computationally 
intensive in some applications, however, the available current hardware solutions 
easily overcome this disadvantage.  The pattern spectrum has been used in the last 
years with several purposes: Analysis of partial discharges in high voltage systems 
[16], texture analysis in several applications, such as images of debris particles in 
polymers and composite materials [17,18], lip recognition [19], cytology of bone 
marrow images for the counting of white blood cells based on morphological 
granulometries [20], and feature extractor for hand-shape biometric applications 
[21]. In this work we use the pattern spectrum as a feature extractor in order to 
quantitatively represent the morphological evolution of the white blood cell, for 
cytology purposes. 
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2.1   Image Morphology Definitions 

Binary mathematical morphology is based on two basic operators: Dilation, and 
erosion. Both are defined in terms of the interaction of the original image A to be 
processed, and the structuring element B. Next, both basic operators are defined. 
Morphological dilation is defined as the set union of the objects A obtained after 
the translation of the original image for each coordinate pixel b in the structuring 
element B: 

)(ATBA bBb∈=⊕ ∪                                             (1) 

Binary dilation can be interpreted as the combination of two sets by using the 
vector additions of set elements, called the Minkowski Addition. This operation is 
expressed as: 

 

{ }Bb andA    bar  |r ∈∈∀+==⊕ BA                            (2)                                                
 

Morphological erosion is the morphological dual of the dilation. It is defined in 
terms of the Minkowski substraction as: 

 

{ }BbAb)r( |r ∈∀∈+=ΘBA                              (3) 
                                                                         

This definition can be expressed in terms of set intersections as: 
 

)(ATBA bBb −∈=Θ ∩                                               (4) 
 

An important operator, which is the backbone of the pattern spectrum, is the 
opening morphological filter, defined as an erosion operation followed by a dila-
tion using the same structuring element. The opening operator is defined as: 

 

BBABA ⊕Θ= )(                                          (5) 
 

Dilation tries to undo erosion operation. However, some details closely related 
with the shape and size of the structuring element will vanish. Furthermore, an 
object disappearing as consequence of erosion cannot be recovered. 

Closing morphological operator, which is the dual of the opening, is defined as 
dilation followed by an erosion operation using the same structuring element: 

BBABA Θ⊕=• )(                                          (6) 

Opening and closing filters have been used as discriminators for filtering, seg-
mentation, edge detection, differential counting, or numerical analysis of shapes.  

2.2   Morphological Pattern Spectrum 

Pecstrum, or pattern spectrum of a compact binary image 2RA ⊆ , relative to a 

convex binary pattern 2RB ⊆ called the structuring element, is defined as the 
differential size distribution function: 



24 J.M. Ramirez-Cortes et al.
 

( ) ( )
0,, ≥= n

dn

nBAdM
BnPx                                (7)  

where M represents the area measured in the intermediate operations, and nB is 
the n-times dilated structuring element. Pecstrum has the property of invariance to 
translation and rotation when B is an isotropic structuring element. Scale is deter-
mined by the size of the structuring element. The discrete version is given by: 
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Figure 2 shows the obtained pecstrum P(n) of a fractal image. It was calculated 
using a structuring element formed by a small circle with an initial size and incre-
mental steps of 2 pixels.  

Figure 3 shows the intermediate stages involved in the computation of the pat-
tern spectrum between consecutive opening filters with an incremental structuring 
element according to the definition. The process concludes when the last image 
vanishes completely. It can be noticed also that the level of details filtered in each 
stage is closely related to the size of the structuring element. 

Figure 4 shows the pattern spectra obtained from four ellipsoidal figures. It is 
relevant to point out that the pattern spectrum is able to represent quantitatively 
the geometric form when the horizontal axis of the ellipse increases. Given that 
the structuring element used in this experiment is a circle, there is only one spec-
tral component when the two axes have the same length, i.e., when the input im-
age is a circle itself. 

 

Fig. 2. Pattern spectrum of a fractal binary image. 
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As the horizontal axis increases some pattern spectral components arises, and 

the larger component, which is related to the center of the image, decreases. In any 
case the sum of all components always equals one, since the spectrum is normal-
ized according to the definition.  

 

 

Fig. 3. Results obtained from intermediate opening filters with an incremental structuring 
element. 

 
 

Fig. 4. Pattern spectra obtained from four ellipses increasing the major axis Ax. 
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Fig. 5. Pattern spectra obtained from four circles with different diameter D. 

The principal component located in the position n=12, indicates that the central 
part of the ellipses contains a circle of diameter D= 48 pixels. Figure 4 shows the 
situation in which the major axis Dx of the four ellipses consecutively increases 
while the minor axis remains without changes, and the result is reflected in the 
distribution of component in the pattern spectrum. Furthermore, figure 5 shows 
the case when the input image is a circle, and the diameter is increased with steps 
of 12 pixels. In that case there is only one component in the pattern spectrum, and 
the size is reflected in the position of the principal component. Some noise in the 
remaining pattern spectral components due to the shape and size of the structuring 
element can be distinguished. 

These characteristics of the pattern spectrum clearly suggest the possibility of 
using it as a mathematical tool oriented to describe quantitatively the morphology 
of the white blood cells nuclei, which is the goal in the work presented in this  
paper.  
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3   Composed Feature Vector 

A composed feature vector based on the cell morphological information is pro-
posed as follows: 

{ }),( BnPRAx ncL=                                    (10) 

where: 

LA   = Leukocyte normalized area 

=ncR Nucleus-cytoplasm ratio 

),( BnP = Pattern spectrum of the nucleus. 
  

This vector contains information that in general human experts could consider to 
classify a leukocyte: Shape of the nucleus, represented by the pecstrum ),( BnP , 

relationship among the area of the cytoplasm and the area of the nucleus,  repre-

sented by ncR , and size of the cell, represented by LA . Figure 6-a shows an im-

age of a leukocyte, while figure 6-b shows the results obtained for the computation 
of the composed feature vector described before. The segmented image is plotted 
in the up-left part of figure 6-b. The obtained feature vector is plotted in the center 
of the figure, and the corresponding values are: 

 

{ }
{ }0.0,0.0,0009.0,0075.0,0858.0,6216.0,2709.0,2878.0,2700.0

)(

=
= nPRAx ncL

    

(11)

 

4   Multilayer Perceptron 

The neural network model used in this work was a feedforward multilayer percep-
tron (MLP) with three layers of neurons: The input layer with nine neurons corre-
sponding to the number of elements in the feature vectors, a hidden layer, and the 
output layer with six neurons corresponding each to a leukocyte class. By experi-
mentation, FFNN architectures of (9-15-6) and (9-19-6) were found to fit best the 
data.  When a multilayer perceptron network has n input nodes, one hidden-layer 
of m neurons, and two output neurons, the output of the network is given by [22]:  
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kf , if :  Activation functions of the hidden-layer and the output-layer neurons. 

kiw , kjw : Weights connected to the output layer and to the hidden layer. 

jx : Input feature vector. 
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(a). original image 

 

(b) Plot of composed feature vector                                                                     

Fig. 6. An example of feature vector extraction 

 

All neurons used a sigmoid as an activation function, expressed as: 
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α

                                 (13) 

 

The feed forward multi-layer perceptron used in this work was trained using the 
Levenberg-Marquardt back propagation algorithm [23]. The backpropagation al-
gorithm used in the training of multilayer perceptrons, is formulated as a non lin-
ear least-squares problem. Essentially, the Levenberg-Marquardt algorithm is a 
least-squares estimation method based on the maximum neighborhood idea. Let 

E(w) be an objective error function made up of m individual error terms 2
ie (w) as 

follows:  
2

1

2 )()()( ∑
=

==
m

i
i wfwewE       ,            (14) 
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where    

22 )()( idii yywe −= ,                    (15) 

diy
 
is the desired value of output neuron i, and iy  is the actual output of that 

neuron. The aim of the Levenberg-Marquardt algorithm is to compute the weight 
vector w such as )(wE is minimum. In each iteration the weight vector is up-

dated according to eq. (6): 
 

kkk www δ+=+1   ,                         (16) 
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kJ is the Jacobian of f evaluated at kw , λ is the Marquardt parameter, and I is 

the identity matrix. The number of epochs in the training phase differs from one 
example to another, however, the Levenberg-Marquardt back propagation algo-
rithm provided consistently a fast convergence.  

Figure 7 shows an example of training performance obtained in one of the ex-
periments carried out with the data described in this work. It can be noticed that 
the goal was achieved in 30 epochs. 

 

 

Fig. 7. An example of training performance  

5   Support Vector Machines (SVM) 

SVMs have been proposed for pattern recognition in a wide range of applications 
by its ability for learning from experimental data, and its effectiveness over some 
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other conventional parametric classifiers. Briefly, SVM is a statistical learning 
method based on a structural risk minimization procedure, which minimizes the 
upper bound of the generalization errors consisting of the sum of training errors 
and a confidence interval [24]. The original input space is transformed through a 
non-linear feature mapping to a high dimensional feature space, where the data is 
linearly separable by a hyperplane. The goal during the training process is to find 
the separating hyperplane with the largest margin in the obtained hyperspace. The 
transformation is performed using a non-linear function whose form is determined 
by some kernel. There are three common kernels used for the non-linear feature 
mapping: Polynomial, radial basis function, and sigmoid kernels. Linear hyper-
plane classifiers are based on the class of decision functions [25,26]:  

( )bxwsigny T += )(                        (18) 

The optimal hyperplane is defined as the one with the maximal margin of sepa-
ration between the wo classes. The solution of a constrained quadratic optimiza-
tion process can be expanded in terms of a subset of the training patterns called 
support vectors that lie on the margin: 
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Thus the decision rule depends only on dot products between patterns: 
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The above linear algorithm is performed in the new feature space obtained 
through some non-linear transformation Ø  by using some of the described ker-
nels. The kernel is related to the Ø function by: 

 

)()(),( xxxxK ii φφ ⋅=                           (21) 

In this work the radial basis function (RBF) was used. RBF is defined as: 
 

σ
2

),( ji xx

ji exxK
−−=                            (22) 

Classification of the test sample x is then performed by: 

⎟
⎠

⎞
⎜
⎝

⎛ += ∑
=

N

i
iii bxxKvsigny

1

),(α ,                                (23)                      

where N is the number of training samples, iv is the class label, αi a Lagrangian 

multiplier, the elements xi for which αi>0 are the support vectors, and K(xi,x) is the 
function kernel. In this work a Gaussian radial basis function was used.  
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6   Experimental Description and Results 

Input data was obtained from hand-segmented images of white blood cells in dif-
ferent maturity stages, some examples are shown in figure 8. Data set consists of 
54 patterns corresponding to 7 artificial and 2 real images for each class. Artificial 
images were needed due to the lack of a public database to carry out the experi-
ments.  An artist generated the artificial segmented images hand-painting them in 
black and white pixels, using Paint. Figure 8-a shows examples of segmented real 
cells corresponding to each class, while figure 8-b shows examples of artificial 
cells. In order to test the performance of the proposed feature vector we used 4 
different classifiers based on Euclidean distance, K-nearest neighbor (KNN), 
Feed-forward Neural Networks (FFNN) and Support Vector Machines (SVM) 
respectively. All classifiers were built using Matlab V 7.0.  The FFNN was trained 
using the Matlab function ´trainlm´, which implements the Levenberg-Marquardt 
backpropagation training algorithm. SVM was extended to multi-class classifica-
tion using the method known as DAGSVM (Directed Acyclic Graph Support Vec-
tor Machine) [25]. Matlab function ´svmtrain´ was used as a nucleus for the im-
plementation of DAGSVM. The KNN was tested for k=1, 3 and 5. A statistical 
analysis of the obtained feature vectors is shown in Table 1. The table is organized 
by leukocyte type, showing means and variances of the feature characteristics for 
each class obtained from the dataset described before. 

 

 

Fig. 8. Examples of patterns for each class, from left to right: Myeloblast, promyelocyte, 
myelocyte, metamyelocyte, band, and polymorphonuclear leukocytes (PMN). (a) Real im-
ages. (b) Artificial images. 

It is interesting to analyze the plot of the mean feature vectors corresponding to 
each class. Figure 9 shows the feature vectors ordered according to the cell matur-
ity stage from the youngest to the oldest. It can be noticed that the form of the fea-
ture vectors evolves by displacing the principal components to the right and  
decreasing their value at the same time. 
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Table 1. Mean and variance of composed feature vectors for the training data. 

  AL            Rn           P(1)           P(2)         P(3)          P(4)        P(5)        P(6)        P(7) 

Leukocyte type:         
Myeloblast:       Mean 0.1860     0.8347     0.8156     0.0726     0.0371     0.0124     0.0084    0.0074     0.0049 

                       Variance 0.0203     0.0643     0.1005     0.0516     0.0162     0.0089     0.0062    0.0058     0.0031 

Promyelocyte:   Mean 0.2939     0.5075     0.841       0.0615     0.0361     0.0234     0.0114    0.0073     0.0046 

                      Variance 0.0331     0.0029     0.0642     0.0158     0.0089     0.0183     0.0058    0.0046     0.0028 

Myelocyte:         Mean 0.2105     0.4984     0.9234     0.0336     0.0198     0.0091     0.0026    0.0026     0.0025 

                       Variance 0.0321     0.0114     0.0254     0.0132     0.0049     0.0016     0.0018    0.0021     0.0003 

Metamyelocyte: Mean 0.2048     0.4629     0.5170     0.3760     0.0678     0.0234     0.0070    0.0042     0.0026 

                       Variance 0.0384    0.0136     0.0507     0.0751     0.0249     0.0035     0.0007     0.0008     0.0017 

Band:                Mean 0.2127     0.2028     0.5190     0.3510     0.1210     0.0088    0 .0         0.0           0.0 

                    Variance 0.0226     0.0047     0.1691     0.1063     0.0601     0.0026    0 0          0.0           0.0 

PMN:               Mean 0.1796     0.1736     0.3893     0.4186     0.1573     0.0346    0.0          0.0           0.0 

                    Variance 0.0198     0.0447     0.0179     0.0099     0.0398     0.0119    0 0          0.0           0.0 

 

 

Fig. 9. Mean feature vectors corresponding to the six leukocyte classes 

Table 2. Three-fold cross validation 

Classifier 
 

Classification 
Rate 

Euclidean Distance 77.7% 
K-NN with K= 1 70.4% 
K-NN with K= 3 72.2% 
K-NN with K= 5 70.4% 
FFNN with 19 hidden nodes 87.6% 
FFNN with 14 hidden nodes 84.9% 
DAGSVM 71.6% 
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Three-fold cross validation was used to obtain the classification results shown 

in Table 2. Best results were obtained by a FFNN with 19 hidden nodes. A similar 
work reported a classification rate around 77%, [27] however, a fair comparison is 
not possible due to differences in the databases used.   

7   Conclusions 

A composed feature vector based on morphological information for classification 
of hand-segmented leukocytes images was presented. This feature vector was con-
structed with the morphological pecstrum as the central part, and some geometric 
considerations. The composed feature vector shows very good attributes to reflect 
the evolution in time of the white blood cells according to their maturity stage. 
The proposed feature extraction was tested using 4 different classifiers based on 
Euclidean distance, K-nearest neighbor (KNN), Feed-forward Neural Networks 
(FFNN) and Support Vector Machines (SVM) respectively.  Three-fold cross vali-
dation was used to get the classification rates for each classifier. The best result 
was obtained by a FFNN with 19 hidden nodes, getting 87.6% of corrected classi-
fication. The reported work is part of an ongoing project on the cytology of human 
bone marrow images. The tools described in this paper will be used as the base for 
a second part in the project, oriented to the differential counting of white blood 
cells, and its use in the diagnosis and follow up of several pathologies, under the 
supervision of medical experts. 
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Hybrid System for Cardiac Arrhythmia Classification 
with Fuzzy K-Nearest Neighbors and Neural Networks 
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Abstract. In this paper we describe a hybrid architecture for classification of car-
diac arrhythmias taking as a source the ECG records MIT-BIH Arrhythmia data-
base. The Samples were taken from the LBBB, RBBB, PVC and Fusion Paced 
and Normal arrhythmias, as well as the normal heartbeats. These were segmented 
and transformation and 3 methods of classification were used: Fuzzy KNN, Multi 
Layer Perceptron with Gradient Descent and momentum Backpropagation and 
Multi Layer Perceptron with Scaled Conjugate Gradient Backpropagation. Finally, 
we used a Mamdani type fuzzy inference system to combine the outputs of each 
classifier, and we achieved a very high classification rate of 98%. 

Keywords: Fuzzy KNN, Mamdani Fuzzy System, Neural Network, Arrhythmia 
Classification. 

1   Introduction 

An electrocardiogram or ECG represents the electrical activity of the heart, as a 
waveform graph. An ECG signal contains important information that can help 
medical diagnosis, reflecting cardiac activity of a patient, if it is normal or failing 
heart has certain pathologies. The ECG is the standard tool used in diagnosing 
heart disease [14]. 
    The physicians get those signals easily and noninvasively adding electrodes on 
the patient's body. The Holter device is frequently used for ECG recording. Physi-
cians apply the Holter device to the patient when the ECG monitor is required to 
find the existence of several heartbeats totally abnormal ECG in one day. A person 
can register about 100,000 heartbeats in one day[14]. 
    The ECG shows each heartbeat as a series of electrical waves. The contractions 
that pump blood are represented by the P wave, the QRS complex and T wave. 
The P wave represents activity in the upper chambers of the heart. The QRS com-
plex and T wave represents activity in the lower chambers [14] (see Fig. 1). 
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Fig. 1. Normal heartbeat with fiducial points. 

 
    By arrhythmia we mean any alteration in the activity of the heart rhythm in 
amplitude, duration and shape of the rhythm. The database of the MIT-BIH Arr-
hythmia is a set of 48 ECG records with 30 minutes duration each, and each 
record corresponds to a patient. In this database are different types of arrhythmias 
such as: L-Left Bundle Branch Block, R-Right Bundle Branch Block, A-Atrial 
Premature Beat, a-aberrated Premature Atrial Beat Premature junctional Nodal  
J-Beat, FFusion of Ventricular and Normal Beat, I-Ventricular Flutter Wave,  
J-junctional Nodal Escape Beat, E-Ventricular Escape Beat Supraventricular Pre-
mature Beat S-, f-Fusion of an Paced Beat Normal and normal heartbeats [24]. 
    Many solutions have been proposed to develop automated recognition and clas-
sification of ECG. Some processing methods have been applied to the ECG signal: 
Statistical and Syntatic, MultiLayer Perceptron (MLP), Self-Organizing Maps 
(SOM), Learning Vector Quantization (LVQ), Linear Discriminant  System, 
Fuzzy or Neuro-Fuzzy Systems, Support Vector Machines (SVM),  Bayesian 
approach, Experts Systems, Markov Models, Hybrid system is a combination of 
different solutions [1, 2, 7, 10, 13, 15, 19, 20, 21,  22, 23, 25, 26, 27, 29, 30, 36, 
39, 40]. 
    In this paper, we describe a hybrid intelligent system for classifying cardiac 
arrhythmia classification using 3 algorithms: Fuzzy KNN, MLP Gradient Descent 
with momentum Backpropagation and MLP Scaled Conjugate Gradient Backpro-
pagation, finally combine these outputs with a Mamdani fuzzy inference system 
where we can observe very high classification rate. 

2   Problem Statement and Outline of our Proposal 

The problem we address in this work is the classification of cardiac arrhythmias of 
the MIT-BIH arrhythmia database. The system learns a set of samples of arrhyth-
mias: Normal Beat, Left Bundle Brunch Block, Right Bundle Brunch Block, Pre-
mature Ventricular Contraction, Fusion Paced and Normal Beat. The hybrid system 
is trained using several samples from each class above mentioned, and during test-
ing it must determine the correct label for a previously unknown sample.  
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Fig. 4. Heartbeat Segment
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classification. For example, if a vector is assigned 0.9 membership in one class 
and 0.05 membership in two other classes we can be reasonably sure the class of 
0.9 membership is the class to which the vector belongs. On the other hand, if a 
vector is assigned 0.55 membership in class one, 0.44 membership in class two, 
and 0.01 membership in class three, then we should be hesitant to assign the vec-
tor based on these results. However, we can feel confident that it does not belong 
to class three. In such a case the vector might be examined further to determine its 
classification, because the vector exhibits a high degree of membership in both 
classes one and two. Clearly the membership assignments produced by the algo-
rithm can be useful in the classification process [17]. 

The basis of the algorithm is to assign membership as a function of the vector's 
distance from its k-nearest neighbors and those neighbors' memberships in the 
possible classes. The fuzzy algorithm is similar to the crisp version in the sense 
that it must also search the labeled sample set for the k-nearest neighbors. Beyond 
obtaining these k samples, the procedures differ considerably [17].  

Let   be the set of n labeled samples. Also let be 

the assigned membership of the vector x (to be computed), and   be the mem-

bership in the  ith   class of the jth vector of the labeled sample set. The algorithm 
is as follows: 

 
BEGIN 

Input x, of unknown classification. 
Set K,1 ≤ K ≤ n. 
Initialize i = 1. 
DO UNTIL ( K-nearest neighbors to x found) 

Compute distance from x to  

IF (i ≤ K) THEN 
Include xi in the set of K-nearest neighbors 

ELSE IF (  closer to x than any previous nearest neighbor) 

THEN 
Delete the farthest of the K-nearest neighbors 

Include in the set of the K-nearest neighbors. 

END IF 
END DO UNTIL 
Initialize i = 1. 

        DO UNTIL (x assigned membership in all classes) 

Compute  using (1). 

Increment i. 
        END DO UNTIL 
END 
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Where 

 

As seen by (1), the assigned memberships of x are influenced by the inverse of 
distances from the nearest neighbors and their class memberships. The inverse 
distance serves to weight a vector's membership more if it is closer and less if it is 
further from the vector under consideration. The labeled samples can be assigned 
class memberships in several ways. First, they can be given complete membership 
in their known class and non-membership in all other classes. Other alternatives 
are to assign the samples' membership based on the distance from their class mean 
or based on the distance from the labeled samples of their own class and those  
of the other class or classes and then to use the resulting memberships in the  
classifier [17]. 

3.2   Multi Layer Perceptron 

An artificial neural network is a mathematical and computational model that simu-
lates the abstract structure and functional aspects of biological neural networks. 
The basic computational elements in an ANN are known as neurons, nodes that 
serve as inputs, outputs or internal processing units.    These neurons communicate 
and pass signals among themselves using what are known as synapses, which are 
modulated by weight parameters.   The manners in which neurons are organized 
and connected define the architecture of the network. Here, we will focus on the 
feed-forward and fully connected architecture used by the MLP. In this network, 
the information moves in only one direction, forward, from the input nodes, 
though the hidden nodes (if any) to the output nodes, there are loops in a network 
of this type [5, 6, 28, 35]. 

3.3   Backpropagation Training for a Multilayer Perceptron 

The BP algorithm can me summarized in four fundamental steps that are repeated 
iteratively, these are: 

 

1. - Initialize the connection weights with random values. 
2. - Compute the output of the ANN, denoted by yp, by propagating each input 

pattern xp through the network in a forward direction.          
3. - Compute the error between the desired output, d, and the output produced 

by the ANN y, this is given by  . 

4. - Adjust the connection weights according to the following rule, 
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                                  (1) 
  

    In the above equation  represents the learning rate, a parameter that is used to 
modulate the amount by which the connection weights can be modified at each 
iteration of the algorithm. The network   is computed in two ways. First, if n is 

an output node then it is given by .  

Otherwise, it is given by ƒ = , where ƒ represents the 

activation function of node n.  
    The above process is repeated until a stopping criterion is met, which can be a 
desired minimum error or a maximum number of iterations, also known as epochs 
[5, 6, 28, 35]. 

3.4   Gradient Descent with Momentum (GDM) 

Another proposed improvement is the GDM algorithm, which takes a different 
approach towards overcoming some of the shortcomings of BP. It is equivalent to 
the traditional BP algorithm, with an added parameter called the momentum coef-
ficient, which is used when the connection weights are updated [5, 6, 28, 35]. 
    In GDM, the weight update takes into account previous weight changes along 
with the current propagated error. It can be understood as an averaging process 
that does not allow for weight changes that are extremely different relative to the 
previous ones. The update rule proposed in GDM is given by 

, where  is the momentum coefficient, and 

 is the weight change used in the previous epoch. The  parameter 

represents the learning rate. In GDM the momentum coefficient  is held con-
stant throughout the entire training process, usually set to 0.9[5, 6, 28, 35]. 

3.5   Gradient Scaled Conjugate (SC) 

In second-order methods, the curvature of the error surface, denoted by the second 
derivative of the error surface, is used to more efficiently guide the error down the 
error surface. These methods provide faster solutions because of the incorporation 
of an extra second derivative of error information and automatic internal adjust-
ments that are made to the learning parameters. However, this comes at a substan-
tial computational cost of the calculation of the second derivative of error,  
Hessian, H, and inverse of Hessian, R, especially for a network with a large num-
ber of weights. The conjugate gradients, gradient scaled conjugate, Newton and 
Levenberg-Maquardt are algorithms of second-order methods [5, 6, 28, 35]. 

4   Experiments 

In this section we present the selected classes for MIT-BIH Arrhythmia Database, 
describe our experimental set-up, and detail the experimental results we have 
obtained by using Fuzzy KNN, MLP's and fuzzy inference system. 
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4.1   MIT-BIH Arrhythmia Database 

For this work we used the MIT-BIH Arrhythmia Database. The MIT-BIH Arr-
hythmia Database contains 48 half-hour excerpts of two-channel ambulatory ECG 
recordings, obtained from 47 subjects studied by the BIH Arrhythmia Laboratory 
between 1975 and 1979. Approximately 60% of these recordings were obtained 
from inpatients. The subjects were 25 men aged 32 to 89 years, and 22 women 
aged 23 to 89 years. Two or more cardiologists independently annotated each 
record; disagreements were resolved to obtain the computer-readable reference 
annotations for each beat (approximately 110,000 annotations in all) included with 
the database. Sample images from the database are shown in Fig. 3 [24]. 

4.2   Experimental Setup 

In the experimental setup we have a 70% for training that means 350 samples and 
for test 30% that represents 150 samples. With the 70% in the training we used 
cross validation k-fold of 10. We have 10 random subsamples that they are dis-
joint, we took one for validation and the rest for training and we repeat this cycle 
with the second subsample and so on.  We apply this process of cross validation 
with three different parameters or architecture of respective classification method 
and the better result in this process determined the selections of a representative 
structure per each classifier. Once we have the three representative structures we 
training with de 70% of the samples and the rest for the test. Finally we have the 
tables that represent the confusion matrix for the classification. 
    The parameters used of the first classifier Fuzzy KNN is k=5, 4, 3 nearest 
neighbors. The architecture for the second classifier Multi Layer Perceptron is 140 
neurons in the input layer, 10,000 epochs, learning rate= 0.3, learning method 
Gradient Descent with momentum 0.5 and we use 50, 100 and 150 neurons in the 
hidden layer, 5 neurons in the output layer. Each output represents the respective 
class. The architecture of the third classifier Multi Layer Perceptron with Scaled 
Conjugate Gradient Backpropagation is 140 neurons in the input layer, 10,000 
epochs, lr= 0.001, also we used 50, 100, 150 neurons in the hidden layer, 5 neu-
rons in the output layer. 
    We use a fuzzy inference system to combine the outputs for the three classifiers 
(see Fig. 7). The characteristics for this FIS are mamdani type with centroid  
defuzification, 15 inputs with three trapezoid functions. The first five inputs 
represent the matrix of memberships of Fuzzy KNN classifier. The second five 
represent the matrix of activations for the Multi Layer Perceptron with the learn-
ing method Gradient Descent with momentum Backpropagation. The last five are 
the matrix of activations of the third classifier Multi Layer Perceptron with Scaled 
Conjugate Gradient Backpropagation. We have 120 rules and 5 outputs with three 
trapezoid functions. The outputs represent the class Normal, LBBB, RBBB, PVC, 
Fusion Paced and Normal (see Fig. 8). In what follows, we present a detailed 
account of each of these experimental tests. 
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(a) (b)

Fig. 8. Fuzzy Inference System, (a) The inputs, (b) The outputs. 

Table I. Results for cross validation k-fold 10 of fuzzy KNN, K=3, first classifier. 

Class Normal LBBB RBBB PVC FPN 

Normal 68 1 0 0 1 

LBBB 0 68 0 2 0 

RBBB 1 1 67 0 1 

PVC 0 3 1 64 2 

FPN 1 1 1 4 63 

                                                                   CLASSIFICATION RATE= 94.28% 
 
 

 
Fig. 7. Fuzzy Inference System, mamdani type. 
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4.3   Classifiers 

4.3.1   First Classifier: Fuzzy K-Nearest Neighbors 
In the results for the first classifier we found that the best result in cross validation 
k fold of 10 was with k = 3 nearest neighbors being 94.28% of classification rate 
are summarized in Table I. We used this parameter in the test and the classifica-
tion rate was 95.33% see Table II. 

Table II. Results for test of fuzzy KNN, K=3, first classifier. 

Class Normal LBBB RBBB PVC FPN 

Normal 30 0 0 0 0 

LBBB 0 28 0 2 0 

RBBB 0 1 29 0 0 

PVC 0 1 0 28 1 

FPN 0 0 1 1 28 

                                                                   CLASSIFICATION RATE= 95.33% 

4.3.2   Second Classifier: Multi Layer Perceptron with Gradient Descent with 
Momentum Backpropagation 

In the results for the second classifier we found that the best result in cross valida-
tion k fold of 10 was with 150 neurons in the hidden layer being 92.85% of classi-
fication rate are summarized in Table III. We used this architecture in the test and 
the classification rate was 96.67% see Table IV. 

 
Table III. Results for cross validation k-fold 10 of MLP gradient descent with momentum 
backpropagation, 150 neurons hidden layer, second classifier. 
 

Class Normal LBBB RBBB PVC FPN 

Normal 70 0 0 0 0 

LBBB 0 67 2 1 0 

RBBB 1 2 66 0 1 

PVC 0 7 0 60 3 

FPN 0 2 3 3 62 

                                                                   CLASSIFICATION RATE= 92.85% 
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4.3.3   Third Classifier: Multi Layer Perceptron with Scaled Conjugated 
Gradient Backpropagation 

In the results for the third classifier we found that the best result in cross valida-
tion k fold of 10 was with 100 neurons in the hidden layer being 93.62% of classi-
fication rate are summarized in Table V. We used this architecture in the test and 
the classification rate was 97.33% see Table VI. 

Table IV. Results for test of MLP gradient descent with momentum backpropagation, 150 
neurons hidden layer, second classifier. 

 

Class Normal LBBB RBBB PVC FPN 

Normal 30 0 0 0 0 

LBBB 0 30 0 0 0 

RBBB 0 1 29 0 0 

PVC 0 1 0 28 1 

FPN 0 0 1 1 28 

                                                                   CLASSIFICATION RATE= 96.67% 

 
Table V. Results for cross validation k-fold 10 of MLP scaled conjugated gradient back-
propagation, 100 neurons hidden layer, third classifier. 

 

Class Normal LBBB RBBB PVC FPN 

Normal 69 0 0 0 1 

LBBB 0 64 2 3 1 

RBBB 0 2 67 0 1 

PVC 0 5 0 60 5 

FPN 0 0 0 3 67 

                                                                       CLASSIFICATION RATE= 93.62 

4.3.4   Fuzzy Inference System 
Finally with the fuzzy inference system mentioned in previous section we com-
bine the outputs per each classifier, and the result of classification rate was 98% 
see Table VII. 
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4.4   Statistical Analysis 

Below are the results of statistical analysis to compare the error rate of the three 
classification methods, this analysis was done with software named statdisk[], 
these results are:  

 

• Fuzzy K-Nearest Neighbor VS MLP with Gradient Descent with momen-
tum Backpropagation. 

• Fuzzy K-Nearest Neighbor VS  MLP  Scaled Conjugated Gradient Back-
propagation. 

• MLP with Gradient Descent with momentum Backpropagation VS MLP  
Scaled Conjugated Gradient Backpropagation. 

 
Table VI. Results for test of MLP scaled conjugated gradient backpropagation, 100 neu-
rons hidden layer, third classifier. 

 

Class Normal LBBB RBBB PVC FPN 

Normal 30 0 0 0 0 

LBBB 0 29 0 0 1 

RBBB 0 1 29 0 0 

PVC 0 0 0 30 0 

FPN 0 0 0 2 28 

                                                                   CLASSIFICATION RATE= 97.33% 
 
Table VII. Results for fuzzy inference system combining the outputs of the classifiers. 

 

Class Normal LBBB RBBB PVC FPN 

Normal 30 0 0 0 0 

LBBB 0 30 0 0 0 

RBBB 0 1 29 0 0 

PVC 0 0 0 30 0 

FPN 0 0 1 1 28 

                                                                        CLASSIFICATION RATE= 98% 
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Table VIII. Results of the hypotesis test of  Fuzzy K-Nearest Neighbor VS MLP with 
Gradient Descent with momentum Backpropagation. 

 
 

 

Fig. 9. Hypotesis Test of Fuzzy K-Nearest Neighbor VS MLP with Gradient Descent with 
momentum Backpropagation. 

 
 
 
 

Petición:  µ = µ(hyp)  

Tamaño muestra, n:        10  

Diferencia de medias, d:    -1.428571  

Diferencia St Dev, sd: 4.312088 

Prueba estadística, t:     -1.0476  

Critical t:            ±2.2622 

Valores-P:               0.3221 

 

95% Intervalo de confianza: 

-4.51325 < µ < 1.656108 

No se Rechazó la hipótesis nula 

Las muestra no proveen suficiente evidencia para rechazar la petición  
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Table IX. Results of the hypotesis test of  Fuzzy K-Nearest Neighbor VS MLP Scaled 
Conjugated Gradient Backpropagation. 

 
 

 
 
Fig. 10. Hypotesis Test of Fuzzy K-Nearest Neighbor VS MLP Scaled Conjugated Gra-
dient Backpropagation. 

 

 

Petición:  µ = µ(hyp)  

Tamaño muestra, n:        10  

Diferencia de medias, d:    -0.8571429  

Diferencia St Dev, sd: 3.82141 

Prueba estadística, t:     -0.7093  

Critical t:            ±2.2622 

Valores-P:               0.4961 

 

95% Intervalo de confianza: 

-3.590812 < µ < 1.876526 

No se Rechazó la hipótesis nula 

Las muestra no proveen suficiente evidencia para rechazar la petición  
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Table X. Results of the hypotesis test of  MLP with Gradient Descent with momentum 
Backpropagation VS MLP  Scaled Conjugated Gradient Backpropagation 

 

 

 
 
Fig. 11. Hypotesis Test of MLP with Gradient Descent with momentum Backpropagation 
VS MLP  Scaled Conjugated Gradient Backpropagation. 

Petición:  µ = µ(hyp)  

Tamaño muestra, n:        10  

Diferencia de medias, d:    0.5714286  

Diferencia St Dev, sd: 2.950844 

Prueba estadística, t:     0.6124  

Critical t:            ±2.2622 

Valores-P:               0.5554 

 

95% Intervalo de confianza: 

-1.539476 < µ < 2.682333 

No se Rechazó la hipótesis nula 

Las muestra no proveen suficiente evidencia para rechazar la petición  
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4.4.1   Fuzzy K-Nearest Neighbor VS MLP with Gradient Descent with 
Momentum Backpropagation 

The Table VIII shows the results of the statistical analysis to comparison of Fuzzy 
K-Nearest Neighbor VS MLP with Gradient Descent with momentum Backpropa-
gation and the graph, Figure 9. 

4.4.2   Fuzzy K-Nearest Neighbor VS MLP Scaled Conjugated Gradient 
Backpropagation 

The Table IX shows the results of the statistical analysis to comparison of Fuzzy 
K-Nearest Neighbor VS MLP Scaled Conjugated Gradient Backpropagation and 
the graph, Figure 10. 

4.4.3   MLP with Gradient Descent with Momentum Backpropagation VS 
MLP  Scaled Conjugated Gradient Backpropagation. 

The Table X shows the results of the statistical analysis to comparison of MLP 
with Gradient Descent with momentum Backpropagation VS MLP  Scaled Conju-
gated Gradient Backpropagation  and the graph, Figure 11. 

5   Conclusions 

Based on the performed experiments we noticed that the three classifiers used we 
achieved good results individually. But by combining their outputs using the 
Mamdani Fuzzy Inference System with appropriate membership functions and 
rules we achieved a very high classification rate of 98%. We applied the hypothe-
sis test to compare the error rate of the three classification methods and we found 
that not exist enough statistical evidence to reject the nulls hypothesis in all made 
comparison. Therefore, for this reason we can’t mention that classifier is best. 
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Abstract. In this paper we compare four machine learning techniques for spam 
filtering in blog comments. The machine learning techniques are: Naïve Bayes, K-
nearest neighbors, neural networks and support vector machines. In this work we 
used a corpus of 1021 blog comments with 67% spam, the results of the filtering 
using 10 fold cross-validation are presented.  

1   Introduction 

Spam in general is a problem that in recent years has caused a tremendous impact 
on the Internet. Spam can be defined as unwanted messages; spam is not only 
affecting E-mails, is also found in blogs, mobile phone short messages (SMS), and 
forum comments. 

The growing popularity of Internet searching as the main access point to the 
Web has increased the benefits of achieving top rankings in popular search 
engines, especially for commercially oriented Web sites. Combined with the 
success of link analysis methods such as PageRank[20], this led to rapid growth in 
link spamming creating links which are “present for reasons other than merit”[20]. 

2   Background and Basic Concepts 

2.1   Naïve Bayes 

Suppose that we knew exactly, that the word CASINO could never occur in a 
legitimate message. Then when we saw a message containing this word, we could 
tell for sure that it was spam. This simple idea can be generalized using some 
probability [1]. We have two categories (classes): S (spam) and L (legitimate 
mail), and there is a probability distribution of messages (or, more precisely, the 
feature vectors we assign to messages) corresponding to each class: | de-
notes the probability  of obtaining a message with feature vector x from class c. 
Usually we know something about these distributions (as in example above, we 
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knew that the probability of receiving a message containing the word CASINO 
from the category L was zero). What we want to know is, given a message x, what 
category c “produced” it. That is, we want to know the probability | . And 
this is exactly what we get if we use the Bayes’ rule[1]: 

 |  | || |                              (1) 
 

where  denotes the a-priori probability of message x and  — the apri-
ori probability of class c (i.e. the probability that a random message is from that 
class). So if we know the values  and |  (for C 2 {S,L}), we may 

determine | , which is already a nice achievement that allows us to use the 

following classification rule: If | |  (that is, if the a-posteriori 
probability that x is spam is greater than the a-posteriory probability that x is non-
spam), classify x as spam, otherwise classify it as legitimate comment. This is the 
so-called maximum a-posteriori probability (MAP) rule. Using the Bayes’ formula 
we can transform it to the form [1]: 

                        If 
||  classify x as spam, 

Otherwise classify it as legitimate comment. 
Now that we have the theory of the optimal classifier, let us consider the not-

so-simple practical application of the idea. In order to construct Bayesian classifier 
for spam detection we must somehow be able to determine the probabilities P(x | 
c) and P(c) for any x and c. 

It is clear that we can never know them exactly, but we may estimate them 
from the training data. For example, P(S) may be approximated by the ratio of the 
number of spam messages to the number of all messages in the training data. Es-
timation of P(x | c) is much more complex and actually depends on how we 
choose the feature vector x for message m. Let us try the simplest case of a feature 
vector with a single binary attribute that denotes the presence of a certain word w 
in the message. That is, we define the message’s feature vector xw to be, say, 1 if 
the word w is present in the message, and 0 otherwise [1][19].  

• Training 
1. Calculate estimates for , 1| , 0|   ,  from the training data. 

2. Calculate  | 0 , | 1  using the Bayes’ rule. 

3. Calculate     Λ  0,1, calculate . Store these 3 

values. 
• Classification 

1. Given a message  determine,  retrieve the stored value for Λ  

and use the decision rule to determine the category of message . 
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Now this classifier will hardly be any good because it bases its decisions on the 

presence or absence of one word in a message. We could improve the situation if 
our feature vector contained more attributes. Let us fix several words w1, w2, . . . , 
wm and define for a message m its feature vector as x =(x1, x2, . . . , xm) where xi  
is equal to 1 if the word wi is present in the message, and 0 otherwise. If we fol-
lowed the algorithm described above, we would have to calculate and store the 

values of Λ  for all possible values of x (and thereare 2m of them). This is not 
feasible in practice, so we introduce an additional assumption: we assume that the 
components of the vector x are independent in each class. In other words, the 
presence of one of the words wi in a message does not influence the probability of 
presence of other words. This is a very wrong assumption, but it allows us to cal-
culate the required probabilities without having to store large amounts of data, 
because due to independence | |       Λ Λ                                  2   

So the algorithm presented above is easily adapted to become the Naïve Baye-
sian classifier. The word “naïve” in the name expresses the naïveness of the as-
sumption used. 

2.2   K Nearest Neighbors 

The most basic instance-based method is the k nearest neighbors machine learning 
technique. It is a very simple technique to classify documents and to show very 
good performance on text categorization task [17]. The procedure of k-NN tech-
nique which is employed to blog comments classification is the fallows: Given a 
new comment, the distance between the comment and all samples in the training 
set is calculated. The distance used in practically all the nearest-neighbor classifi-
ers is the Euclidian distance. With the distance calculated, the samples are ranked 
according to the distance. Then the k samples which are nearest to the new com-
ment are used in assigning a classification to the case. 

2.3   Neural Networks 

The study of artificial neural networks (ANN) was inspired by attempts to simu-
late biological neural system. The human brain consists primarily of nerve cells 
called neurons, linked together with other neurons via strands of fiber called 
axons. Axons are used to transmit nerve impulse from one neuron to another 
whenever the neurons are stimulated.   

The basic element of the brain is a natural neuron; similarly, the basic element 
of every neural network is an artificial neuron, or simply neuron. That is, a neuron 
is the basic building block for all types of neural networks [5]. 

A neuron is an abstract model of a natural neuron, as illustrated in Figs. 1. As we 
can see in these figures, we have inputs x1, x2, ..., xm coming into the neuron. These 
inputs are the stimulation levels of a natural neuron. Each input xi is multiplied by 
its Fig. 1. A neuron model that retains the image of a natural neuron [5]. 
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Fig. 1. Artificial neuron. 

 
Corresponding weight wi, then the product xiwi is fed into the body of the 

neuron. The weights represent the biological synaptic strengths in a natural 
neuron. The neuron adds up all the products for I= 1, m. The weighted sum of the 
products is usually denoted as net in the neural network literature, so we will use 
this notation. That is, the neuron evaluates , … , . In mathematical terms, given two 

vectors , … ,  and , … , , net is the dot (or scalar) 

product of the two vectors, ·  , … , . Finally, the 
neuron computes its output y as a certain function of net, i.e., y = f(net) [4]. This 
function is called the activation (or sometimes transfer) function. We can think of 
a neuron as a sort of black box, receiving input vector x then producing a scalar 
output y. The same output 

Value y can be sent out through multiple edges emerging from the neuron 
[1][19]. 

2.4   Support Vector Machines 

This method has its root in statistical learning theory and has shown promising 
empirical results in many practical applications, form handwritten digit recogni-
tion to text categorization. SVM works very well with high-dimensional data and 
avoids the curse of dimensionality problem [19]. 

 
Linear SVM:  Separable Case. 
A linear SVM is a classifier that searches for a hyperplane with the largest margin, 
which is why it is often known as a maximal margin classifier. To understand how 
SVM learns such a boundary, we begin with some preliminary discussion about 
the about the decision boundary and margin of a linear classifier [8]. 
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Linear decision boundary. 
Consider a binary classification problem consisting of N training examples. Each 
example is denoted by a tuple ,  1,2, … ,  where , , … ,  corresponds to the attribute set for the  example. By 

convention, let 1,1  denote its class label. The decision boundary of a 
liner classifier can be written in the following form:  · 0                                               (3) 

Where w and b are parameters of the model. 
A decision boundary that bisects the training set the training example into their 

respective classes. Any decision boundary most satisfies equation 1. For example, 

if  and  are two points located on the decision boundary, then ·   0                                             (4) ·   0                                              (5) 
 

Subtracting the two equations will yield the following:  ·   0,                                         (6) 

Where   is a vector parallel to the decision boundary and is directed from 

 to . Since the dot product is zero, the direction for w must be perpendicular 
to the decision boundary.  

For any square  located above the decision boundary, we can show what ·                                               (7) 

Where 0.  Similarly, for any circle  located below the decision boundary, 
we can show that ·   ′       

Where ′ 0. If we label all the squares as class +1 and all circles as class -1, 
then we can predict the class label y for any test examples z in the following way:  1,     · 0;1,     · 0. 

Margin of Linear classifier 
Consider the square and circle that closest to the decision boundary. Since the 

square is located above the decision boundary, it must satisfy equation number for 
some positive value k, whereas the circle must satisfy equation number for some 

negative values ′. We can rescale the parameters w and b of the decision boun-

dary so that the two parallel hyperplanes  and  can be express as follows:                           : · 1,                                          (8) 

                   : · 1.                                        (9) 
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The margin of the decision boundary is given by the distance between these 

two hyperplanes. To compute the margin, let  be a data point located on  

and  be a data point on . Upon substituting these points into equations num-
ber and number, the margin d can be computed by subtracting the second equation 
from the first equation:  ·  2 2 .                                                   (10) 

 
Learning a linear SVM Model  
The training phase of SVM involves estimating the parameters w and b of the 

decision boundary from the training data [19]. The parameters must be chosen in 
such a way that the following two conditions are met:  ·    1  1,                                   (11)  ·    1  1.                               (12) 

These conditions impose the requirements that all training instances from class 1 must be located on or above the hyperplane  ·   1, while 

those instances from class 1 must be located on or below the hyperplane  ·   1. Both inequalities can be summarized in a more compact 
form as follows:  ·   1, 1,2, … , .   

Although the preceding conditions are also applicable to any linear classifiers, 
SVM imposes an additional requirement that the margin of its decision boundary 
must be maximal. Maximizing the margin, however, is equivalent to minimizing 
the following objective function: .                                                    (13) 

Definition 5.1 (Linear SVM: Separable Case). The learning task in SVM can be 
formalized as the following constrained optimization problem: min                                                         (14)     ·   1,   1,2, … , .  Since the objective 
function is quadratic and the constraints are linear in the parameters w and b, this 
is known as a convex optimization problem, which can be solved using the stan-
dard Lagrange multiplier method. Following is a brief sketch of the main ideas for 
solving the optimization problem. 

First, we must rewrite the objective function in a form that takes into account 
the constraints imposed on its solutions. The new objective function is known as 
the Lagrangian for the optimization problem: 
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Where the parameters  are called the Lagrange multipliers. The first term in the 
lagrangian is the same as the original objective function, while the second term 
captures the inequality constraints. To understand why the objective function must 
be modified, consider the original objective function given in Equation number 
(15). It is easy to show that the function is minimized when w = 0, a null vector 
whose components are all zeros. Such a solution, however, violates the constraints 
given in definition number because there is no feasible solution for b.  The solu-
tions for w and b are infeasible if they violate the inequality constraints; i f  ·   1 0. The Lagrangian given in Equation number (15) 
incorporates this constraint by subtracting the term from its original objective 

function. Assuming that , it is clear that any infeasible solution may only 
increase the value of the Lagrangian. 

To minimize the Lagrangian, we must take the derivative of Lp with respect to 
w and b an set them to zero: 

 0 ,                                   16    
 0 0.                                      17   
 
Because the Lagrange multiplier are unknown, we still cannot solve for w and 

b. if definition number contains only equality instead of inequality constraints, 
then we can use the N equations from equality constraints along with equations 
number and number to find the feasible solution for w, b, and . Note that the 
Lagrange multipliers for equality constraints are free parameters that can take any 
values. 

On way to handle the inequality constraints is to transform them into a set of 
equality constraints [9]. This is possible as long as the Langrange multipliers are 
restricted to be non-negatives. Such transformation leads to the following con-
straints on the Lagrange multipliers, which are known as the Karush-Kuhn-Tuker 
(KKT) conditions.      0,     ·   1 0.                                     (18) 

At first glance, it may seem that there are as many Lagrange multipliers as there 
are training instances. It turns out that many of the Lagrange multipliers become 
zero after applying the constraint given in equation number (18). The constraint 

states that the Lagrange multiplier  must be zero unless the training instances  
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 satisfies the equation   ·   1. Such training instance, with 0, lies along the hyperplanes  or  and is known as a support vector. 

Training instances that do not reside along these hyperplanes have 0. Equa-
tions number (17) and number (18)also suggest that the parameters w and b, which 
define the decision boundary, depend only on the support vectors [8]. 

Solving the preceding optimization problem is still quite a daunting task be-
cause it involves a large number of parameters:   , , and . The problem can 
be simplified by transforming the Lagrangian into  a function of the Lagrange 
multipliers only (this is known as the dual problem). To do this, we first substitute 
Equation number (18) and number into Equation number (15). This will lead to 
the following dual formulation of the optimization problem: 12 , · .                                     19  

The key differences between the dual and primary Lagrangians are as follows: 

1. The dual Lagrangian involves only the Lagrange multipliers and the 
training data, while the primary Lagrangian involves the Lagrange mul-
tipliers as well as parameters of the decision boundary. Nevertheless, the 
solutions for both optimization problems are equivalent. 

2. The quadratic term in Equation 19 has a negative sign, which means that 
the original minimization involving the primary Lagrangian, Lp, has 

turned into a maximization problem involving the dual Lagrangian, . 

For large data sets, the dual optimization problem can be solved using numeri-
cal techniques such as quadratic programming, a topic that is beyond the scope of 

this paper. Once the  are found, we can use Equations 17 and 18 to obtain the 
feasible solution for w and b. the decision boundary can be expressed as follows: 

 · 0.                                            20  

 

B is obtained by solving Equation 17 for the support vectors. Because the ′  
are calculated numerically and can have numerical errors, the value computed for 
b may not be unique. Instead it depends on the support vector used in Equation 17. 
In practice, the average value for b is chosen to be parameter on the decision 
boundary. 

3   Architecture 

In this section we describe the process of the way we work in our architecture, the 
figure 2 represent our architecture. 
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3.3   A1 Naïve Bayes 

The A1 block is corresponding to the machine learning technique Naïve Bayes, 
here is when the technique receives the data from the preprocessing block, and 
processes this information. 

3.4   A2 Support Vector Machines 

The A2 is block corresponding to the machine learning technique support vector 
machines, here in this block the technique receive the data from the preprocessing 
block, and process this information. 

3.5   A3 Neural Networks 

The A3 block is corresponding to the machine learning technique neural networks, 
here in this block the technique receive the data from the preprocessing block, and 
process this information. 

3.6   A4 K-nearest Neighbors 

The A4 block is corresponding to the machine learning technique k-nearest neigh-
bors, here in this block the technique receive the data from the preprocessing 
block, and process this information. 

3.7   Models 

Each machine learning techniques has model, this models are for M1 to M4 where 
each one is for the corresponding machine learning, M1 block is the model of 
Naïve Bayes, M2 block is the model of the support vector machine technique, M3 
block is the model of the neural networks technique and finally we have the M4 
model that is corresponding to the k-nearest neighbor technique. 

4   Results    

Our experiments where done by calculating the false positives, false negatives, 
true positives and true negatives. We use cross validation k-fold of 10 for each 
machine learning technique, then we calculate the accuracy of machine learning 
technique and the error rate. 

4.1   Results of A1 Naïve Bayes 

Table 1 shows the results obtained with the machine learning technique Naive 
Bayes, we represent the runs of the k-fold cross validation with their data and their 
respective tests: 
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• TP: True Positive . 
• FP: False positive. 
• FN: False negative. 
• TN: True negative. 
• Ac: Accuracy. 
• ER: error rate. 

Table I. Results for A1 

I  TP  FP FN TN Ac ER

1  41  5  24  32  71.56%  28.43%  

2  47  0  27  28  73.52%  26.47%  

3  54  2  21  25  77.45%  22.54%  

4  47  2  22  31  76.47%  23.52%  

5  42  5  23  32  72.54%  27.49%  

6  50  3  23  26  74.50%  25.49%  

7  54  0  23  25  77.45%  22.54%  

8  39  1  23  39  76.47%  23.52%  

9  42  1  21  38  78.43%  21.56%  

10  43  1  23  35  76.47%  23.52%  

 
Below are the averages of the accuracy test, and the error rate. 

• Average Accuracy: 75.49%. 
• Average error rate: 24.51%. 

4.2   Results of A2 Support Vector Machines 

Table 2 shows the results obtained with  the machine learning technique k-nearest 
neighbors, represent the runs of the k-fold cross validation with their data and their 
respective test: 

• TP: True Positive. 
• FP: False positive. 
• FN: False negative. 
• TN: True negative. 
• Ac: Accuracy. 
• ER: error rate. 
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Table II. Results for A2 

I  TP  FP FN TN Ac ER

1  57  11  8  26  81.37% 18.63%  

2  65  2  9  26  89.22%  10.78%  

3  64  3  11  24  86.28%  13.72%  

4  56  3  13  30  84.31%  15.69%  

5  54  9  11  28  80.40%  19.60%  

6  63  7  10  22  83.33%  16.67%  

7  64  4  13  21  83.33%  16.67%  

8  55  3  7  37  90.20%  9.80%  

9  52  7  11  32  82.35%  17.65%  

10  55  4  11  32  85.30%  14.70%  

 
Below are the average of the accuracy test, and the error rate. 

• Average Accuracy: 84.61%. 
• Average error rate: 15.39%. 

4.3   Results of A3 Neural Networks 

Table 3 shows the results obtained with the machine learning technique neural 
networks represent the runs of the k-fold cross validation with their data and their 
respective test: 

• TP: True Positive. 
• FP: False positive. 
• FN: False negative. 
• TN: True negative. 
• Ac: Accuracy. 
• ER: error rate. 

Table III. Results for A3 

I TP  FP  FN TN Ac ER

1  57  14  8  23  78.43%  21.57%  

2  63  3  11  25  86.27%  13.73%  

3  64  3  11  24  86.27%  13.73%  

4  63  13  6  20  81.37%  18.63%  
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Table III. (continued) 
 

5  57  12  8  25  80.39%  19.61%  

6  65  10  8  19  82.35%  17.65%  

7  65  5  12  20  83.33%  16.67%  

8  58  7  4  33  89.21%  10.79%  

9  53  7  10  32  83.33%  16.67%  

10  53  3  13  33  84.31%  15.69%  

 
Below are the average of the accuracy test, and the error rate. 

• Average Accuracy: 83.53%. 
• Average error rate: 16.17%. 

4.4   Results of A4 K-Nearest Neighbors 

Table 4 shows the results obtained with the machine learning technique support 
vector machines represent the runs of the k-fold cross validation with their data 
and their respective test: 
 

• TP: True Positive. 
• FP: False positive. 
• FN: False negative. 
• TN: True negative. 
• Ac: Accuracy. 
• ER: error rate. 

Table IV. Results For A4 

I TP  FP  FN TN Ac ER

1  49  16  5  32  79.41%  20.58%  

2  58  2  16  26  82.35%  17.64%  

3  61  1  14  26  85.29%  14.70%  

4  54  4  15  29  81.37%  18.62%  

5  54  7  11  30  82.35%  17.64%  

6  57  5  16  24  79.41%  20.58%  

7  61  3  16  22  81.37%  18.62%  

8  48  4  14  36  82.35%  17.64%  

9  54  3  9  36  88.23%  11.76%  

10  53  8  13  28  79.41%  20.58%  
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Below are the averages of the accuracy test, and the error rate. 

• Average Accuracy: 82.15%. 
• Average error rate: 17.84%. 

4.5   Global Results 

In table 5 we have the average percentage of the cross validation in each machine 
learning techniques that we use in this work and we represent this results graphically. 

 
Table 5. Global results 

 
Techniques Accuracy Error Rate 
Naïve Bayes 75.49%. 24.51%. 
k-Nearest Neighbor 82.15%. 17.84% 
Neural Networks 83.53%. 16.17%. 
Support Vector Machines 84.61%. 15.39%. 

 

 
In Figure 3 we show a pictorial representation of the performance of the four 

methods that were applied in this work. 

 

 
 

Fig. 3. Comparison of global results 

 
But with these results we cannot say which of the methods are better, so we 

decided to make a statistical analysis for the neural networks and the support 
vector machines methods. Because in fact these methods are better in accuracy 
(see Figure 3).   
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4.6   Statistical Analysis Mean Match Pairs 

In table 6 we show the results of our statistical analysis, this analysis is 10 rounds 
of the cross validation for each machine learning method the neural networks and 
the support vector machines. With that sample we get the error rate average mean 
of each cross validation ,in other words we have 10  error rate average mean in 
each method, then we proceed to do the analysis. 

In figure 4 we show the representation of the t test that was performed. 

 
Table 6. Neural Networks against SVM. 

 
Claim:  µ = µ(hyp) 
Sample size, n:         10 
Mean diference, d:     1.5 
St Dev, sd: 2.388104 
Statistical test, t:      1.9863 

Critical t:             ±1.9727 
P values:                0.0783 
92% Interval of confidence: 0.0102841 < µd < 2.989716 
Reject the null hypothesis The sample provide evidence to 

reject the claim 

 

 
 

Fig. 4. Neural Networks against SVM 

5   Conclusions 

In conclusion we can say according to the results that the machine learning tech-
niques that we compare in this work have a good performance for the spam filter-
ing in blog comments particular case. We can mentioned that the support vector 
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machine technique have a better performance that the Naïve Bayes and the k- 
Nearest Neighbors techniques and a slightly better performance with respect to the 
neural works technique. 

On the other hand we do not use a special architecture for the neural network 
and the support vector machines techniques and neither a feature extraction beside 
the text. 
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Abstract. Industry, science and business applications need to manipulate a huge 
amount of data every day.  Most of the time these data come from distributed 
sources and are analyzed trying to discover knowledge and recognize patterns 
using Data Mining techniques. Data classification is a technique that allows to 
decide if a set of data belongs to a group of information or not.   Data classifica-
tion requires putting all data together in a big centralized datasets. To congregate 
and analyze this dataset represents a very expensive task in terms of time, memory 
and bandwidth consuming. Nowadays, architectures for Distributed Data Mining 
have been developed trying to reduce computing and storage costs. This paper 
presents an approach to building a distributed data classifier which takes only 
metadata from distributed datasets avoiding the total access to the original data. 
Using only metadata reduces the computing time and bandwidth consumption 
required to build a data classifier. 

Keywords: Data Mining, Global Classifier. 

1   Introduction 

Complex business and industrial-scientific applications require storing a huge 
amount of data everyday for its analysis. In most of the cases, these big organiza-
tions tend to build centralized dataset as data warehouses that store all information 
obtained from their geographically dispersed branches. These data are analyzed to 
discover patterns or tendencies that represent knowledge, which is an important 
asset for any organization. Many organizations are carrying out the analysis of 
data employing Data Mining (DM) techniques. There are some toolkits that im-
plement different DM techniques. One of them is Weka [13], which is a widely 
used DM toolkit that contains a large collection of state-of-the-art machine learn-
ing algorithms written in Java.  Mining huge centralized datasets using a  
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stand-alone approach requires powerful equipment with advanced computing re-
sources. Distributed Data Mining (DDM) is considered a feasible strategy to dis-
tribute the heavy work among different remote nodes. Some DDM architectures 
are exposed in [2, 5, 8, 10]. Most of them propose to execute the DM tasks over 
remote nodes needing a complete authority for accessing private data from the 
participating nodes. Current architectures do not consider building data classifiers 
without having a global knowledge of the original data, or without accessing all 
the original data. This issue becomes very important when some organizations are 
not able to share their complete information. As an example, today it is possible to 
find some health care institutions wanting to detect some potential patients who 
could have a type of cancer based on his/her history data. These institutions some-
times do not have enough information to build a reliable data classifier that could 
help with this process.  Even though some institutions have enough information 
for doing this work, they are not able to share it because of their privacy policies. 
This paper presents an architecture that allows this type of institutions to work 
together for building better data classifiers using global knowledge without ac-
cessing private data. This architecture is based on Web technologies and java 
components. The paper is organized as follows: Section 2 describes some of re-
lated work. Section 3 shows the architecture of our approach. Section 4 describes 
briefly a Distributed ID3 Classifier process. Section 5 presents our implementa-
tion.  Finally, Section 6 shows an experimental evaluation and Section 7 concludes 
the paper with ongoing and future work. 

2   Related Work 

Data Mining (DM) can be defined as an infrastructure that uses a selection of dif-
ferent algorithms and statistical methods to find interesting and novel patterns 
within large datasets. The evolution in DM can be classified in three stages [8]. 
The first generation of tools provides users with a single DM algorithm operating 
on data stored in a local file. Examples include the use of classification algorithms 
such as C4.5 [7], clustering algorithms such as K-means [3]. Such tools were pro-
vided primarily as standalone executables, obtaining input from the command line 
or via a configuration file. The second generation of tools combined a collection 
of different algorithms for DM under a common framework, and enabled users to 
provide input from various data sources. Some of these tools are described below:    

 
• Weka [13] contains tools for classification, regression, clustering, associa-

tion rules, visualization, and pre-processing. 
• Illimine [11] is another DM tool developed in C language. It built-ins algo-

rithms in data cubing, association mining, sequential pattern mining, graph 
pattern mining, and classification. 

• Rattle [12] is a DM tool based on the statistical language R [9]. 
• Rapid Miner [1,4] features more than 400 operators for DM in java which 

can be used merging some of them. 
 



Distributed Implementation of an Intelligent Data Classifier 75
 
Subsequently, third generation tools started to address the limitations that are 

imposed by the closed world model. Some examples of third generation tools are: 

• Grid Weka [2], essentially a modification to the Weka toolkit that enables 
the use of multiple computational resources when performing data  
analysis. 

• WekaG [5] is an adaptation of the Weka toolkit to a Grid environment. It 
is based on a client/server architecture. The server side defines a set of 
Grid Services that implements the functionalities of the different  
algorithms and phases of the DM process. 

• FAEHIM [8] consists of a set of DM Web services for DDM, a set of 
tools to interact with these services, and a workflow system used to as-
semble the services and tools. 

• Weka4WS [10] extends Weka to support remote execution of the DM 
algorithms. In such way, DDM tasks can be executed on decentralized 
Grid nodes by exploiting data distribution and improving application 
performance. 

 

For a data classification task, most of these toolkits are only focused on execut-
ing the classification process over remote nodes as a post-processing task. It 
means, after creating the global data classifier. To create the global classifier, it is 
necessary to upload the complete data from all participating processing nodes. In 
this case, this process assumes that there are not data privacy and bandwidth re-
strictions. Our approach builds a Global Data Classifier through distributed data-
sets paying special attention in data privacy and bandwidth consumption, since our 
Central Computing Node does not require the complete original data but only 
metadata (more information in section 5). In this way, health care institutions are 
motivated for sharing information, expanding the global knowledge through build-
ing better data classifier that allows to detect dangerous illness in a patient at early 
stages. 

3   Architecture for Building a Distributed Data Classifier 

This architecture attempts to build a Global Classifier through a distributed data-
sets with similar structures. It is based on a set of java components executed on 
remotes machines, which interchange metadata with a Central Computing Node. 
This architecture includes the following components (see figure 1): a Central 
Computing Node (CCN) and a set of Local Nodes. 

• The Central Computing Node is the main component in this architecture 
and contains a Data Classifier Builder and a Global Classifiers  
Repository  

– The Classifier Builder is the responsible for receiving all meta-
data from the distributed Java Components, grouping them and 
to build the Global Classifier 

– The Global Classifiers Repository contains the generated  
classifiers 
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• The Local Node represents a server that contains the following  
components: 

– Java Components that access a private dataset and send only 
metadata to the CCN 

– The local dataset represents all the files like data bases or text 
files where the data is stored 

 

 

Fig. 1. Architecture 

A prototype, named TeamMiner, is a Web application that implements this ar-
chitecture. It allows users to be registered for collaborating in a Global Classifier 
building process. This process consists in defining working groups where the in-
terested institutions work together to build a global data classifier. It is carried out 
by means of interchanging metadata between java nodes previously defined as a 
team member in our CCN. CCN gathers metadata (section 5 describes metadata) 
from java components without need of knowing the real data. This way to build a 
global classifier avoids original data intrusion and motivates organizations to par-
ticipate in building a better global classifier. 

3.1   Building the Global Classifier 

The process of building a global data classifier begins when a new local node reg-
istered at the CCN wants to obtain a global classifier. A registered local node asks 
CCN to obtain a global classifier using the local node dataset and other datasets 
with similar structures located in all of registered local nodes. This process fol-
lows the next steps (see figure 2): 
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Fig. 2. Metadata interchange process 

1. A java component is registered to join to the group that study or analyze 
datasets with similar structures. These datasets must have the same 
number and type of attributes. 

2. The java component requests to the CCN a Global Classifier. The CCN 
offers two options: to get the last global classifier stored in the Global 
Classifiers repository (cache) or to get a new one. 

3. If the java component chooses to build a new classifier then the CCN 
begins a number of iterations with all the registered java components 
asking for metadata (a summary of the data belonging to the participat-
ing node). 

4. The metadata is sent to the CCN which interacts with all the local nodes 
asking for their metadata. This interactive process allows the CCN to 
build the Global Classifier. 

5. Once the CCN has built a Global Classifier, it is saved and sent to the 
java component that request for it. 

4   ID3 Global Data Classifier 

The Web application TeamMiner that implements this architecture includes a clas-
sification algorithm to obtain decision trees. The original ID3 algorithm [6] has 
been adapted for our architecture. It is implemented using RMI and Web Services 
technologies. This algorithm works as follow: 
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• The Classifier Builder obtains metadata from each registered local 
node(see figure 2) 

• It creates a global group of metadata 
• Invokes buildTree method sending global metadata as parameter(see 

Algorithm 5.2) 
– The buildTree method receives the metadata 
– Calculates the gain for each attribute 
– Chooses the attribute with best gain 
– Appends the attribute to the tree 
– If maxim gain is equal to zero 

· Gets a distribution of values of attributes 
· Normalizes the distribution 
· Sets the leaf’s value 

– Else 
· Asks metadata for each registered local node 
· It creates a global group of metadata 
· The method invokes itself sending the new global me-

tadata 
– Return tree 

• Finally, it returns a decision tree 

5   Implementation 

This section gives a brief description of our TeamMiner application, which is im-
plemented using the architecture depicted in section 3. The first prototype of the 
TeamMiner application implements the ID3 algorithm described in section 4. The 
basic data structures used in this implementation are next described. 

1.   Remote interface 
The java code below shows the remote interface of java components. It exposes 
two methods: getAttributes, it sends the attributes contained into the local sources, 
and getMetadata, it sends metadata (summary of data) wrapped into a Vector  

 
public interface localInterface extends Remote{ 

public Vector getAttributes() throws RemoteException; 
public Vector getMetadata() throws RemoteException; 
public Vector getMetadata(int attribute, String value, 
int level, boolean leaf) throws RemoteException; 

} 
 

This interface is implemented to interacting between the CCN and the local 
nodes 

2.   Structure of metadata 
Metadata are a summary of the real data obtained from structures of nested vec-
tors. The Metadata Vector contains one vector for each attribute of the original 
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source. Each attribute vector contains one vector for each value of attributes. 
Then, each value vector contains a vector for each value of the target class. These 
vectors contain the total number of related instances. An example of this structure 
is showed in figure 3. 

 

 

Fig. 3. Structure of Metadata 

3.   Central Node 
CCN gathers metadata from all remote java components, grouping them into a 
global metadata group. The Classifier Builder starts to build the data classifier by 
means of getting the most significant attribute and requiring more metadata. Fi-
nally, when it generates the classifier, the CCN sends it to the requester java com-
ponent. The mainly algorithms are shown in Algorithm 5.1 and Algorithm 5.2: 
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6   Experimental Evaluations 

We have tested our web application TeamMiner by means of emulating the proc-
ess of registering three different hospitals as participating nodes. Each hospital 
owns a different dataset. The dataset are real data obtained from private hospitals. 
The three local nodes (one by hospital) used in this test are described as follows: 1 
Linux Red Hat 4 server with dual core AMD Opteron 1.8Ghz, 4GB RAM and HD 
250GB; 1 Linux Ubuntu server with Intel Pentium 4, 2.8Ghz, 1GB RAM and HD 
120GB; 1 Windows 2003 server with dual core AMD Opteron 1.8Ghz, RAM 4GB 
and HD 250GB. The Central Computing Node (CCN) was running on a Solaris 10 
server with dual core AMD Opteron 1.8Ghz, 4GB RAM and a HD of 250GB. All 
local nodes and the CCN were connected by a 100Mbps Ethernet LAN using a 
switch Foundry Networks Gigabit Ethernet 10/100/1000. 

In the first three evaluations, the TeamMiner application builds a classifier us-
ing only the individual dataset taken from each hospital. We mainly evaluated the 
hit rate (percentage of instances that were correctly classified) of the classifier. In 
the second evaluation the TeamMiner builds a global classifier using information 
from the three registered local nodes. Results are shown in table 1. 

First column in Table 1 shows the data classifier type. The size of the training 
set (number of instances) is shown in the second column. Following columns 3 to 
5 show the percent of correctly, incorrectly and unclassified instances  
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Table 1. Preliminary Results 
 

Classifier 
Type 

Training Set Correctly 
Classified (%)

Incorrectly 
Classified 

(%) 

 
Unclassified 

(%) 
Local 874 73.2 14.8 12 
Local 1750 83.07 0 16.93 
Local 4750 86.13 0.67 13.2 
Global 7374 100 0 0 

 
respectively. The four evaluations were tested using a test set of 750 instances. 
The table rows from one to three show results obtained by TeamMiner, using in-
formation from each hospital in an individual way. Last row shows results of 
TeamMiner after building the Global Classifier. We can see how the hit rate im-
proves when using the global classifier. Due to the fact that only metadata were 
sent between participating nodes, the bandwidth consumption improves in 80% 
(this information was not included in Table 1). Using a summary of data (meta-
data) also motivate some institutions to share information extending the global 
knowledge. We can see that data classifiers perform better when global knowledge 
is included. 

7   Conclusions 

Data classifiers are tools that allow users to predict events based on historical in-
formation. Some institutions, such as hospitals, can obtain benefits from data clas-
sifiers, especially for illness prevention. However, many of them do not have 
enough historical information to build a good data classifier. Institutions with 
similar interest, like health care, would like to exchange information for building 
data classifiers. ID3 Classifiers can be built using only summaries taken from the 
real data. These summaries do not reveal the original data. This approach is attrac-
tive for institutions which are not able to share the original information (like digi-
tal health records). Global classifiers help in tasks like illness prevention and  
developing of better clinical guides.  The data classifiers perform better when they 
are built from global knowledge. This situation was the motivation for developing 
the web application TeamMiner based on a distributed data mining architecture 
keeping privacy of data and taking advantage of global knowledge. As ongoing 
and future work, this prototype is going to extend other popular classification and 
clustering algorithms.  
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Abstract. In this paper we present the application of a Modular Neural Network 
(MNN) for iris, ear and voice recognition for a database of 77 persons. The pro-
posed MNN architecture with which we are working consists of three modules; 
iris, ear and voice. Each module is divided in other three sub modules. Each sub 
module contains different information, which, the first 26 individuals are consid-
ered in module 1, the following 26 individuals in module 2 and the last 25 in 
module 3. We considered the integration of each biometric measure separately. 
Later, we proceed to integrate these modules with a fuzzy integrator. Also, we per-
formed optimization of the modular neural networks and the fuzzy integrators us-
ing genetic algorithms, and comparisons were made between optimized results 
and the results without optimization. 

1   Introduction 

Biometrics plays an important role in public security and information security 
domains. Using various physiological characteristics of the human, such as face, 
facial thermo grams, fingerprint, iris, retina, hand geometry etc., biometrics accu-
rately identifies each individual and distinguishes one from another [1]. 

The recognition of people is of great importance, since it allows us to have a 
greater control about when a person has access to certain information, area, or 
simply to identify if the person is the one who claims to be.  

The achieved results indicate that biometric techniques are much more precise 
and accurate than the traditional techniques. Other than precision, there have al-
ways been certain problems which remain associated with the existing traditional 
techniques. As an example consider possession and knowledge. Both can be 
shared, stolen, forgotten, duplicated, misplaced or taken away. However the dan-
ger is minimized in case of biometric means [15]. 

2   Background 

In this section we present some background of the biometric measurements that 
were used for this work. 
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2.1   Iris 

The idea of using iris patterns for identification of persons was first proposed in 
1936 by the ophthalmologist Frank Burch. However, it was not until 1987, when 
Leonard Flom and Aran Safir, American ophthalmologists, patented the concept 
of Burch. 

Their interest in developing the system, brought them to connect with John G. 
Daugman, then professor of Harvard University so that he developed the algo-
rithms necessary to perform the biometric recognition through the iris pattern  
[20]. These algorithms, patented by Daugman in 1994 and partly published in [9], 
are the basis of all iris recognition systems that exist today. 

There are various work undertaken for iris recognition, as the work performed 
by Ahmad M. Sarhan [21], which uses neural networks and Discrete Cosine 
Transform for the identification based on iris.  

2.2   Ear 

The possibility of using the appearance of the ear as a means of personal identifi-
cation was recognized and defended in about 1890 by the French criminologist 
Alphonse Bertillon [4]. 

The human recognition based on ear is of particular interest because is not af-
fected by environmental factors such as mood, health, and clothing, as well as not 
affected by aging, making it more suitable for long-term identification compared 
with other measures, such as the face. 

One of the best known works is that of Carreira Perpiñán in 1995 [5], where it 
uses artificial neural networks (ANN) for feature extraction [19]. Other work is of 
Ali, Javed and Basit, where they proposed a new ear recognition method using 
Wavelets [2]. 

2.3   Voice 

Automatic speech recognition (ASR) has been one of the most successful tech-
nologies allowing the man-machine communications to request some information 
from it or to request to carry out some given task using the natural oral communi-
cation. The artificial intelligence field has contributed in a remarkable way to the 
development of ASR algorithms. 

The automatic speech recognition is a very complex task due to the large 
amount of variations involved in it, such as intonation, voice level, health condi-
tion and fatigue, and so forth. Therefore, in the automatic speech recognition sys-
tem, for specific or general tasks, there is an immense amount of aspects to be 
taken into account. This fact has contributed to increase the interest in this field, 
and as a consequence, several ASR algorithms have been proposed during the last 
60 years [23]. Over the past two decades, voice recognition technology has devel-
oped to the point of becoming real-time, continuous speech systems that augment 
command, security, and content creation tasks with exceptionally high accuracy 
[18]. In a work more recently presented neural networks and type-2 fuzzy logic 
were used [14]. 
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3   Basic Concepts 

In this section we present some basic concepts needed to understand better what 
has been done in this research work. 

3.1   Modular Neural Network 

Neural networks, with their remarkable ability to derive meaning from compli-
cated or imprecise data, can be used to extract patterns and detect trends that are 
too complex to be noticed by either humans or other computer techniques. A 
trained neural network can be thought of as an "expert" in the category of informa-
tion it has been given to analyse. This expert can then be used to provide projec-
tions given new situations of interest and answer "what if" questions [22].  

A neural network is said to be modular if the computation performed by the 
network can be decomposed into two or more modules (subsystems) that operate 
on distinct inputs without communicating with each other. 

The modular neural networks are comprised of modules which can be catego-
rized on the basis of both distinct structure and functionality which are integrated 
together via an integrating unit. With functional categorization, each module is a 
neural network which carries out a distinct identifiable subtask. Also, using this 
approach different types of learning algorithms can be combined in a seamless  
fashion [3].  

3.2   Fuzzy Logic 

Fuzzy logic is an area of soft computing that enables a computer system to reason 
with uncertainty [6]. A fuzzy inference system consists of a set of if-then rules  
defined over fuzzy sets. Fuzzy sets generalize the concept of a traditional set by 
allowing the membership degree to be any value between 0 and 1 [25]. This corre-
sponds, in the real world, to many situations where it is difficult to decide in an 
unambiguous manner if something belongs or not to a specific class [13]. Fuzzy 
logic is a useful tool for modeling complex systems and deriving useful fuzzy re-
lations or rules [17]. However, it is often difficult for human experts to define the 
fuzzy sets and fuzzy rules used by these systems [24].  

The basic structure of a fuzzy inference system consists of three conceptual 
components: a rule base, which contains a selection of fuzzy rules, a database (or 
dictionary) which defines the membership functions used in the rules, and a rea-
soning mechanism that performs the inference procedure [11]. 

3.3   Genetic Algorithms  

Genetic Algorithms (GAs) are nondeterministic methods that employ cross-over 
and mutation operators for deriving offsprings.  GAs work by maintaining a 
constant-sized population of candidate solutions known as individuals ( chromo-
somes ).  The power of a genetic algorithm lies in its ability to exploit, in  
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a highly efficient manner, information about a large number of individuals. The 
search underlying GAs is such that breadth and depth ( exploration and exploita-
tion ) are balanced according to the observed performance ( fitness) of the indi-
viduals evolved so far. 

By allocating more reproductive occurrences to above average individual solu-
tions, the overall effect is to increase the population’s average fitness [10].  

GAs have proven to be a useful method for optimizing the membership func-
tions of the fuzzy sets used by these fuzzy systems [16]. 

4   Proposed Method and Results 

This section describes the methodology used and results obtained in this research 
work. 

4.1   Methodology 

The methodology used in this work, consists of the following steps: 

1. Obtain the databases. 
2. Programming in MatLab the modular neural network for each of the 

biometric measurements. 
3. Develop the fuzzy integrators. 
4. Develop the genetic algorithms. 

4.2   Databases and Pre-processing 

The databases that we used and their pre-processing are described below.  

4.2.1   Database of Iris 
We used a database of human Iris from the Institute of Automation of the Chinese 
Academy of Sciences. It consists of 14 images (7 for each eye) per person, and it 
consists of 99 persons. The image dimensions are 320 x 280, JPEG format [8]. 
Only the first 77 persons were used. 8 images were used for training and 6 for test-
ing (see Fig. 1). 

 

 
Fig. 1. Examples of the human iris images from CASIA database. 
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In the case of the Iris the following preprocessing steps were performed:  

• The coordinates and radius of the iris and pupil using the method de-
veloped by Masek and Kovesi are obtained [12]. 

• A cut in the Iris is made. 
• Resize of the new image to 21-21 
• Convert images from vector to matrix. 

4.2.2   Database of Ear 
We used a database of Ear Recognition Laboratory from the University of Science 
& Technology Beijing (USTB). It consists of 4 images (of one ear) per person, 
and it is consists of 77 persons. The image dimensions are 300 x 400, BMP format 
[7]. 3 images were used for training and 1 for testing, and cross-validation was 
used (see Fig. 2). 

 

 
Fig. 2. Examples of Ear Recognition Laboratory from the University of Science & Tech-
nology Beijing (USTB).  

In the case of the Ear for processing the following steps were performed:  

• A cut of the ear is performed manually 
• Resize of the new image to 132-91 
• Convert images from vector to matrix 

4.2.3   Database of Voice 
In the case of voice, the database was made in Tijuana Institute of Technology, 
and it is consist of 7 voice samples (of 77 persons), WAV format. 7 voice samples 
were used for training and 3 for testing. The word that they said in Spanish was 
"ACCESAR". To preprocess the voice the Mel Frequency Cepstral Coefficients 
were used. 

4.3   Architecture and Results of the Modular Neural Network 

The general architecture of the modular neural network is shown in figure 3, we 
can see that consists of 3 modules, one for each biometric measure, each module is 
divided in other three sub modules. Each sub module contains different informa-
tion, which is, the first 26 individuals are in module 1, the following 26 individu-
als in module 2 and the last 25 in module 3. We considered the integration of each 
biometric measure separately.  



90 D. Sánchez and P. Melin
 

 

Fig. 3. The general architecture of the modular neural network 

To make simulations, we did perform experiments with 3 types of learning al-
gorithms: gradient descent with scaled conjugate gradient (SCG), gradient descent 
with adaptive learning and momentum (GDX) and adaptive learning (GDA), also 
we varied the number of neurons in the first and second hidden layer. 

4.3.1   Results of the Iris 
As noted, 8 images were used for training and 6 for testing (per person), in total 
462 images were used for testing. To integrate is used Gating Network. 

We can see in table 1, the best trainings that were obtained. Where training EI2 
and training EI4 were having the best recognition rate (97.19%, 448 images from 
462), talking of training EI2, in the module 1, the result was with 150 neurons in 
the first hidden layer and 110 in the second hidden layer, the learning algorithm 
was adaptive learning (GDA), with an identification rate of 96.15% (150/156), in 
the module 2, the result was with 150 neurons in the first hidden layer and 118 in 
the second hidden layer, the learning algorithm was gradient descent with scaled 
conjugate gradient (SCG), with an identification rate of 96.79% (151/156), and in 
the module 3, the result was with 150 neurons in the first hidden layer and 110 in 
the second hidden layer, the learning algorithm was adaptive learning (GDA), 
with an identification rate of 98.67% (148/150). 

4.3.2   Results of the Ear 
As noted, 3 images were used for training and 1 for testing (per person), in total 77 
images were used for testing. Cross-validation was used. To integrate is used the 
winner take it all. 

We can see in table 2, the best trainings that we obtained. The best average rec-
ognition was 89.29%, in the validation 1 the best result was in the training EO3  
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Table 1. The best results of iris 

 
 

Table 2. The best results of ear 
 

 
 

with 100% (77/77) of recognition, in the validation 2 the best result was in  the 
training EO1 and the training  EO3 with 74.02% (57/77) of recognition, in the 
validation 3 the best result was in the training EO1 with 85.71% (66/77) of recog-
nition, and in the validation 4 the result in all the trainings was 100% (77/77) of 
recognition. 

4.3.3   Results of the Voice 
As noted, 4 voice samples were used for training and 3 for testing (per person), in 
total 321 voice samples were used for testing. To integrate results a gating was 
used. 

We can see in table 3, the best trainings that we obtained. Where training EV4 
had the best recognition rate (94.81%, 219 voice samples from 231), in the module 
1, the result was with 190 neurons in the first hidden layer and 110 in the second 
hidden layer, the learning algorithm was adaptive learning (GDA), with an identi-
fication rate of 96.15% (75/78), in the module 2, the result was with 190 neurons 
in the first hidden layer and 120 in the second hidden layer, the learning algorithm 
was adaptive learning (GDA), with an identification rate of 94.87% (74/78), and  
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Table 3. The best results of voice 
 

 
 

 
in the module 3, the result was with 190 neurons in the first hidden layer and 110 
in the second hidden layer, the learning algorithm was gradient descent with 
scaled conjugate gradient (SCG), with an identification rate of 93.33% (70/75). 

4.4   Genetic Algorithm for MNN Optimization and Results 

With the purpose of increasing the percentage of recognition, it was decided to use 
a genetic algorithm that allowed us to optimize some parameters of the modular 
neural networks. In this case we decided to optimize the number of neurons in two 
hidden layers, type of learning algorithm and the error goal. 

Figure 4 shows the binary chromosome of 34 genes, which was established for 
optimization of neural networks. 7 genes were established for the first hidden 
layer and 6 genes for the second hidden layer, to set the final value of neurons, 
were added 60 and 50 neurons respectively, this is done to prevent that the neural 
network was training with a number of neurons too small, with respect to the 
learning algorithm, 2 genes were established, for this value was added an 1 , this 
for was to have 3 choices of learning algorithms (trainscg, traingdx and traingda), 
and the error goal was established with 19 genes, with these genes was realized an 
operation to set the error goal. The fitness function was (see equation 1).  

Total errors
Total test data.Fitness =  

                           

  (1)

 
4.4.1   Optimized Iris Results 
We can see in table 4, the best evolution that we had for each module. In module 
1, the best evolution was with 165 neurons in the first hidden layer and 78 in the 
second hidden layer, the learning algorithm was adaptive learning (GDA), goal er-
ror of 0.000002, and with an identification rate of  97.44% (152/156). In module 
2, the best evolution was with 68 neurons in the first hidden layer and 69 in the 
second hidden layer, the learning algorithm was gradient descent with scaled  
 



Modular Neural Network with Fuzzy Integration and Its Optimization  93
 

 
Fig. 4. The binary chromosome for the MNN 

conjugate gradient (SCG), goal error of 0.000002, and  with an identification rate 
of  98.08% (153/156). In module 3, the best evolution was with 131 neurons in the 
first hidden layer and 77 in the second hidden layer, the learning algorithm was 
adaptive learning (GDA), goal error of 0.000002, and with an identification rate of 
100% (150/150). We had a percent of recognition final of 98.48%, this is greater 
than the percent of recognition non-optimized (97.19%) 

 
Table 4. The best evolutions for each module for iris 

 

 

4.4.2   Optimized Ear Results 
We can see in table 5, the best evolution that we had for each module for the vali-
dation 2. In module 1, the best evolution was with 126 neurons in the first hidden 
layer and 86 in the second hidden layer, the learning algorithm was adaptive learn-
ing (GDA), goal error of 0.000004, and with an identification rate of  80.76% 
(21/26). In module 2, the best evolution was with 58 neurons in the first hidden 
layer and 49 in the second hidden layer, the learning algorithm was gradient de-
scent with gradient descent with adaptive learning and momentum (GDX), goal 
error of 0.000002, and  with an identification rate of  84.61% (22/26). In module 
3, the best evolution was with 117 neurons in the first hidden layer and 69 in the 
second hidden layer, the learning algorithm was gradient descent with scaled con-
jugate gradient (SCG), goal error of 0.000004, and with an identification rate of  
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Table 5. The best evolutions for each module for ear (validation 2) 
 

 
 
84% (22/25). We had a percent of recognition final of 83.11%, this is greater than 
the percent of recognition non-optimized (74.02%) 

We can see in table 6, the best evolution that we had for each module for the 
validation 3. In module 1, the best evolution was with 140 neurons in the first hid-
den layer and 79 in the second hidden layer, the learning algorithm was adaptive 
learning (GDA), goal error of 0.000002, and with an identification rate of  92.30% 
(24/26). In module 2, the best evolution was with 92 neurons in the first hidden 
layer and 49 in the second hidden layer, the learning algorithm was gradient de-
scent with gradient descent with gradient descent with scaled conjugate gradient 
(SCG), goal error of 0.000004, and  with an identification rate of  92.30% (24/26). 
In module 3, the best evolution was with 63 neurons in the first hidden layer and 
53 in the second hidden layer, the learning algorithm was gradient descent with 
scaled conjugate gradient (SCG), goal error of 0.000002, and with an identifica-
tion rate of 92% (23/25). We had a percent of recognition final of 92.20%, this is 
greater than the percent of recognition non-optimized (85.71%). 

 
Table 6. The best evolutions for each module for ear (validation 3) 

 

 

4.4.3   Optimized Voice Results 
We can see in table 7, the best evolution that we had for each module. In the mod-
ule 1, the best evolution was with 177 neurons in the first hidden layer and 86 in 
the second hidden layer, the learning algorithm was gradient descent with scaled 
conjugate gradient (SCG), goal error of 0.000010, and with an identification rate 
of  98.72% (77/78). In module 2, the best evolution was with 91 neurons in the 
first hidden layer and 113 in the second hidden layer, the learning algorithm was 
gradient descent with gradient descent with gradient descent with adaptive learn-
ing and momentum (GDX), goal error of 0.000003, and with an identification rate 
of  96.15% (75/78). In module 3, the best evolution was with 150 neurons in the  
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Table 7. The best evolutions for each module for voice 
 

 
 
first hidden layer and 87 in the second hidden layer, the learning algorithm was 
adaptive learning (GDA), goal error of 0.000012, and with an identification rate of 
94.67% (71/75).  

4.5   Fuzzy Integration 

7 cases were established for combining different trainings of iris, ear and voice, 
optimized and non optimized. To combine the responses of the different biometric 
measurements, we established  2 fuzzy integrators; the first (see Fig. 5) ; of Mam-
dani type with 27 rules and trapezoidal membership functions, the second (see Fig. 
6); of Mamdani type with 23 rules and gaussian membership functions.  

The fuzzy systems have 3 input variables (one for each biometric measure) and 
1 output variable, there are 3 membership functions for each variable (ABaja, 
Amedia and AAlta) 

4.5.1   Fuzzy Integration Results Using the Fuzzy Integrator # 1 
We can see in table 8 fuzzy integration results using the fuzzy integrator # 1. 

 

 

Fig. 5. Fuzzy Integrator # 1 
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Fig. 6. Fuzzy Integrator # 2 

 
Table 8. Fuzzy integration results using the fuzzy integrator # 1 

 

 

4.5.2   Fuzzy Integration Results Using the Fuzzy Integrator # 2 
We can see in table 9 fuzzy integration results using the fuzzy integrator # 2. 

4.5.3   Comparison between Both Fuzzy Integrators 
We can see in figure 7 the comparison between both fuzzy integrators and ob-
served a variation in the percentage of recognition, in most cases the recognition 
rate was increased using the fuzzy integrator # 2. 
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Table 9. Fuzzy integration results using the fuzzy integrator # 2 

 

 

Fig. 7. Comparison between both fuzzy integrators 

4.6   Genetic Algorithm for Fuzzy Integrator and Results 

With the purpose to increase even more the percentage of recognition, was de-
cided perform a genetic algorithm that allowed us to optimize the  fuzzy integrator 
in the following aspects; 
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• Its type of system (mamdani or sugeno) 
• Type of membership functions (trapezoidal and GBell)  
• Parameters of the membership functions.  

Were worked with type-1 fuzzy logic. The fitness function was: 
 

Total errors
Total test data.Fitness =  

                              

(2)

 
The chromosome contains 100 genes, the first 13 are binary, genes 14 to 100 

are real, its value is between 0 and 1. Is described below:  

• Gene 1: type of systems (Mamdani or Sugeno) 
• Gene 2:  Type of membership function for Iris (ABaja) 
• Gene 3:  Type of membership function for Iris (AMedia) 
• Gene 4:  Type of membership function for Iris (AAlta) 
• Gene 5:  Type of membership function for Ear (ABaja) 
• Gene 6:  Type of membership function for Ear (AMedia) 
• Gene 7:  Type of membership function for Ear (AAlta) 
• Gene 8:  Type of membership function for Voice (ABaja) 
• Gene 9:  Type of membership function for Voice (AMedia) 
• Gene 10:  Type of membership function for Voice (AAlta) 
• Gene 11:  Type of membership function for Output (ABaja) (if type of 

system is Mamdani) 
• Gene 12:  Type of membership function for Output (AMedia) (if type of 

system is Mamdani) 
• Gene 13:  Type of membership function for Output (AAlta) (if type of 

system is Mamdani) 
• Gene 14:  Output Value (ABaja) (if type system is Sugeno) 
• Gene 15:  Output Value (AMedia) (if type system is Sugeno) 
• Gene 16:  Output Value (AAlta) (if type system is Sugeno) 
• Gene 17 to 100: parameters of membership functions 

4.6.1   Optimized Fuzzy Integrator Results 
We can see in table 10 the optimized Fuzzy Integrator Results 

The genetic algorithm created different fuzzy integrators, for example in Figure 
8 we can see the best fuzzy integrator for case 3, in this case the type of system 
was Sugeno. For case 4 we can see the best fuzzy integrator created in figure 9. 

4.6.2   Comparison between Fuzzy Integrators 
We can see in table 11 the comparison between the different fuzzy integrators and 
observe that the best percentages of recognition are for the optimized fuzzy inte-
grators in all cases. 
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Table 10. Optimized fuzzy integrator results 

 
 

 

 

Fig. 8. The best fuzzy integrator for the case 3 
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Fig. 9. The best fuzzy integrator for the case 4 

Table 11. The comparison between fuzzy integrators  
 

 

5   Conclusions 

We performed the human recognition based on iris, ear and voice biometrics, 
based on modular neural networks, and for combining their responses we used 
type-1 fuzzy logic. Also, we used genetic algorithms for optimizing the modular  
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neural network and the fuzzy integrator (in some of their parameters), and thus the 
percentage of recognition was increased. 

With the results obtained, we can see that the genetic algorithms are of great 
help to find the optimal architectures. 

We will continue working on these cases of recognition, the rules will be opti-
mized and we will work with type-2 fuzzy logic, that will surely help us to in-
crease the percentage of recognition. 
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Abstract. A comparative study of type-2 fuzzy inference systems optimization as 
an integration method of Modular Neural Networks (MNNs) is presented. The op-
timization method for type-2 fuzzy systems is based on the footprint of uncertainty 
(FOU) of the membership functions. We use different benchmark problems to test 
the optimization method for the fuzzy systems. First, we tested the methodology 
by manually incrementing the percentage in the FOU, later we apply a Genetic 
Algorithm to find the optimal type-2 fuzzy system. We show the comparative re-
sults obtained for the benchmark problems. 

1   Introduction 

Biometrics are used for measuring and analyzing a person's unique characteristics. 
There are two types of biometrics: behavioral and physical. Behavioral biometrics 
are generally used for verification while physical biometrics can be used for either 
identification or verification. Examples of biometric measures are: fingerprint, 
people faces, iris patterns, voice recognition, and shape of the hand signature. 

Multimodal biometric technology uses more than one biometric identifier to 
compare the identity of the person. Multimodal biometry is based on using differ-
ent biometrics characteristics to improve the recognition rate and reliability of the 
final result of recognition.  

For this reason, in this paper, three biometric characteristics of a person are 
used to achieve a good recognition rate of humans; face, fingerprint and voice [2]. 
In this paper we describe an optimization method for the membership functions of 
type-2 fuzzy systems based on the level of uncertainty, in which, the first step is to 
obtain the optimal type-1 Fuzzy Inference System, which allows us to find the 
uncertainty of their membership functions using genetic algorithms.  

This paper is organized as follows: Section 2 shows an introduction to soft 
computing techniques, section 3 describes the development of the evolutionary 
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method, section 4 shows fuzzy systems optimization based on the level of uncer-
tainty; section 5 shows simulation results, and section 6 the conclusions. 

2   Preliminaries  

The concept of soft computing,  introduced by Lotfi Zadeh in 1991, serves to high-
light the emergence of computing methodologies in which the accent is on exploit-
ing the tolerance for imprecision and uncertainty to achieve tractability, robustness 
and low solution cost. At this juncture, the principal constituents of soft computing 
are fuzzy logic, neurocomputing, evolutionary computing and probabilistic com-
puting, with the later subsuming belief networks, chaotic systems and parts of 
learning theory. What is particularly important about soft computing is that it facili-
tates the use of fuzzy logic, neurocomputing, evolutionary computing and probabil-
istic computing in combination, leading to the concept of hybrid intelligent sys-
tems. Such systems are rapidly growing in importance and visibility [27]. We used 
three different techniques of soft computing for the optimization method; modular 
neural networks, type-2 Fuzzy Logic and genetic algorithms. 

2.1   Modular Neural Networks 

A computational system can be considered to have a modular architecture if it can 
be split into two or more subsystems in which each individual subsystem evaluates 
either distinct inputs or the same inputs without communicating with other subsys-
tems. The overall output of the modular system depends on an integration unit, 
which accepts outputs of the individual subsystems as its inputs and combines them 
in a predefined fashion to produce the overall output of the system. The modular 
system design approach has some obvious advantages, like simplicity and economy 
of design, computational efficiency, fault tolerance and better extendibility. A neu-
ral network is said to be modular if the computation performed by the network can 
be decomposed into two or more modules (subsystems) that operate on distinct in-
puts without communicating with each other. The outputs of the modules are medi-
ated by an integrating unit that is not permitted to feed information back to the 
modules. In particular, the integrating unit decides: 

1. How the modules are combined to form the final output of the system, and  
2. Which modules should learn which training patterns [8][4]. 

2.2   Type-2 Fuzzy Logic  

Type-2 Fuzzy Logic can handle uncertainty because it can model and reduce it to 
the minimum their effects. Also, if all the uncertainties disappear, type-2 fuzzy 
logic reduces to type-1 fuzzy logic, in the same way that, if the randomness disap-
pears, the probability is reduced to the determinism. Fuzzy sets and fuzzy logic are 
the foundation of fuzzy systems, and have been developed looking to model the 
form as the brain manipulates inexact information. Type-2 fuzzy sets are used to 
model uncertainty and imprecision; originally they were proposed by Zadeh in 
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1975 and they are essentially “fuzzy-fuzzy” sets in which the membership degrees 
are type-1 fuzzy sets [3]. 

2.3   Genetic Algorithms 

For being able to use a genetic algorithm (GA), one should represent a solution 
to the problem as a genome (or chromosome). The genetic algorithm then cre-
ates a population of solutions and applies genetic operators such as mutation 
and crossover to evolve the solutions in order to find the best one. It uses vari-
ous selection criteria so that it picks the best individuals for mating (and subse-
quent crossover). The objective function determines the best individual where 
each individual must represent a complete solution to the problem that you are 
trying to optimize [10].  

3   Optimization Method Description 

Based on the theory described above, a new method for optimization of the mem-
bership functions of type-2 fuzzy systems based on the level of uncertainty,  
applied to the integration of response in Modular Neural Networks (MNN), is 
proposed.  

The goal of the research is the development of a method to optimize the modu-
lar neural networks including the module of response integration. In particular, the 
method includes optimizing the membership functions of the  type-2 fuzzy system 
that performs the integration of responses in the modular network, as well as the 
optimization of the complete architecture of the modular neural network, which 
consists of the number of modules, layers and neurons.  

The purpose of obtaining the optimal architecture is to obtain better recognition 
rates and improve the efficiency of the hybrid system of pattern recognition. In 
figure 1 we see the specific points to the general scheme of the method. 

 

 
 
 
 
 
 
 
 
 
 

      

Fig. 1. General scheme of the optimization method. 
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First, the optimization of the complete architecture of the modular neural net-
work, as number of modules, layers and neurons is performed. Later, the genetic 
algorithm for optimizing the method of integration, where this method of integra-
tion uses type-2 fuzzy inference systems. After obtaining the optimization of the 
architecture of the MNN with Application in Multimodal Biometry and the algo-
rithm of the  integration method, then a method of optimization is implemented 
and then the validation of results and conclusions for comparing statistically the 
method. 

4   Fuzzy Systems Optimization Based on the Level of 
Uncertainty 

For the Fuzzy Inference Systems optimization (which are the methods of response 
integration in the case of MNNs) based in level of uncertainty; the first step is to 
obtain the optimal type-1 Fuzzy Inference System, which allows us to find the 
uncertainty of their  membership functions. In this case we used a parameter to 
represent (epsilon) the uncertainty. For the next step we used three cases to 
manage the using genetic algorithms for all situations. We show in figures 2, 3 and 
4 the graphical representation of  differents cases of uncertainty in the membership 
functions.  

 
Case 1. Equal values of uncertainty for all membership function.  

 

 

Fig. 2. Graphical representation of equal values of uncertainty for all membership  
functions 

Case 2. Different values of uncertainty in each input. 
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Fig. 3. Graphical representation of different values of uncertainty in each input 

Case 3. Different values of uncertainty for each membership function. 

 

       

Fig. 4. Graphical representation of different value of uncertainty for each membership  
function 

We proposed an index to evaluate the fitness of the fuzzy systems. 
 

Index =    N     
           1 + n ɛ 

 
Where N = Data inside the interval output between the total output data;   n =  
Number of fuzzy systems and   =  Value of increased uncertainty of the member-
ship functions. 
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Fig. 5. Representation of Optimization to Type-2 Fuzzy Inference Systems based on level 
of uncertainty 

We consider the optimization of type-2 fuzzy systems based on the above men-
tioned three cases. As a consequence our proposed method is illustrated in Fig. 5. 

Figure 5 represents the proposed optimization method. First, based on a type-1 
fuzzy system we use genetic algorithms to optimize the type-2 membership func-
tions of these fuzzy systems taking into account the three cases described above. 
Then we can compare them to decide which is best and gives results so get an op-
timal type-2 fuzzy system. 

5   Simulation Results 

The simulation results for two benchmark problems are presented in this section.  

5.1   Adaptive Noise Cancellation 

The first problem is of known as the Adaptive Noise Cancellation (ANC) of a 
transmitted signal. The objective of ANC is to filter out an interference component 
by identifying a linear model between a measurable noise source and the corre-
sponding unmeasurable interference. ANC using linear filters has been used  
successfully in real-world applications such as interference canceling in electro-
cardiograms, echo elimination on long-distance telephone transmission lines, and 
antenna sidelobe interference canceling. The original data base contains 601 data.  
 

Type-2 
Fuzzy Infer-
ence Systems  

as Integra-
tion Method 
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Fig. 6. Data inside the interval output, where red line indicates the upper value in the inter-
val output, green line indicates the lower value in the interval output and blue line indicates 
the original output value of the fuzzy inference system. 

In figure 6 we can see how the inputs in Fuzzy Inference Systems affect the out-
put, to find the largest number of Data inside the interval output. 

Jang et al. in [8] found the best type-1 fuzzy inference system with two mem-
bership function for each input. Based on those results, type-2 fuzzy inference sys-
tem are obtained by manually disturbing  its value with an epsilon in the member-
ship functions of the two most significant variables and reducing the input data for 
training. For the first case, 20 fuzzy systems were obtained by increasing the val-
ues of equal epsilon by 10%. For case two, where the increase of epsilon is differ-
ent per input, 40% increase for the first input and 20% in second input; and for the 
third case, where the increase of epsilon is different per membership function, 
15% 30% 20% 5% increases, respectively.  

Table 1 shows the simulations results with manually increase for Equal Value 
of Uncertainty for all Membership functions,  for the benchmark problem. 

Table 2, shows the simulations results with manually increase for different  
value of uncertainty in each input for the benchmark problem. 

Table 3, shows the simulations results with manually increase for different  
value of uncertainty in each Membership function (15% 30% 20% 5% Increase re-
spectively) for the benchmark problem. 
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Table 1. Equal value of uncertainty with manually increase (10% Increase) 

 
 

No. N n Epsilon (   ɛ  ) Index 

Data inside 
the interval 

output 
Base 0.3794 20 0 0.13 228/601 

1 0.5441 20 0.1 0.18 327/601 

2 0.7388 20 0.2 0.25 444/601 

3 0.8170 20 0.3 0.27 491/601 
4 0.8353 20 0.4 0.28 502/601 

5 0.8386 20 0.5 0.28 504/601 

6 0.8469 20 0.6 0.28 509/601 

7 0.8552 20 0.7 0.29 514/601 

8 0.8686 20 0.8 0.29 522/601 

9 0.8752 20 0.9 0.29 526/601 

10 0.9085 20 1.0 0.30 546/601 

11 0.9168 20 1.1 0.31 551/601 

12 0.9218 20 1.2 0.31 554/601 

13 0.9251 20 1.3 0.31 556/601 

14 0.9251 20 1.4 0.31 556/601 

15 0.9268 20 1.5 0.31 557/601 

16 0.9285 20 1.6 0.31 558/601 

17 0.9285 20 1.7 0.31 558/601 

18 0.9285 20 1.8 0.31 558/601 

19 0.9285 20 1.9 0.31 558/601 

20 0.9285 20 2.0 0.31 558/601 
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Table 2. Different  value of uncertainty in each input with manually increase (40% Increase 
first input and 20% in second input) 

  
 

No. N n Epsilon (   ɛ  ) Index 

Data inside 
the interval 

output 

Base 0.3794  20  0  0.05  228/601  

1 0.8236  20  0.3 0.12  495/601  

2 0.8453  20  0.6 0.12  508/601  

3 0.9185  20  0.9 0.13  552/601  

4 0.9251  20  1.2 0.13  556/601  

5 0.9285  20  1.5 0.13  558/601  

6 0.9285  20  1.8 0.13  558/601  

7 0.9285  20  2.1 0.13  558/601  

8 0.9285  20  2.4 0.13  558/601  

9 0.9285  20  2.7 0.13  558/601  

10 0.9285  20  3 0.13  558/601  

11 0.9285  20  3.3 0.13  558/601  

12 0.9285  20  3.6 0.13  558/601  

13 0.9285  20  3.9 0.13  558/601  

14 0.9285  20  4.2 0.13  558/601  

15 0.9285  20  4.5 0.13  558/601  

16 0.9285  20  4.8 0.13  558/601  

17 0.9285  20  5.1 0.13  558/601  

18 0.9285  20  5.4 0.13  558/601  

19 0.9285  20  5.7 0.13  558/601  

20 0.9285  20  6.0  0.13  558/601  
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Table 3. Different  value of uncertainty in each Membership function with manually in-
crease (15% 30% 20% 5% Increase respectively) 

 
 

No. N n Epsilon (   ɛ  ) Index 

Data inside 
the interval 

output 

Base 0.3794  20  0  0.05  228/601  

1 0.7238  20  0.35 0.09  435/601  

2 0.8186  20  0.7 0.10  492/601  

3 0.8303  20  1.05 0.10  499/601  

4 0.8436  20  1.4 0.11  507/601  

5 0.8619  20  1.75 0.11  518/601  

6 0.8852  20  2.1 0.11  532/601  

7 0.9085  20  2.45 0.11  546/601  

8 0.9218  20  2.8 0.12  554/601  

9 0.9268  20  3.15 0.12  557/601  

10 0.9285  20 3.5 0.12  558/601  

11 0.9285  20  3.85 0.12  558/601  

12 0.9285  20  4.2 0.12  558/601  

13 0.9285  20  4.55 0.12  558/601  

14 0.9285  20  4.9 0.12  558/601  

15 0.9285  20  5.25 0.12  558/601  

16 0.9285  20  5.6 0.12  558/601  

17 0.9285  20  5.95 0.12  558/601  

18 0.9285  20  6.3 0.12  558/601  

19 0.9285  20  6.65 0.12  558/601  

20 0.9285  20  7 0.12  558/601  

 
Figure 7 shows the results graphically for benchmark plroblem ANC, in which 

we can see the results for the three cases. We can observe that in case two, where 
the increase of epsilon is different for each input, we get the best index with less 
increase of uncertainty in their membership functions. 

Later, we used a Genetic Algorithms to optimize the epsilon value in the mem-
bership functions of  a type-2 fuzzy inference system. Next we show the simula-
tion results. 
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Fig. 7. Simulation results for the three cases for benchmark problem ANC 

Table 4. Equal Value of Uncertainty 

No. Individuals Generation Mutation Crossover Time 
Execution 

Epsilon Data in-
side the 
interval 
output   

1 80 100 0.1 0.4 1:50:28 1.00183 524/601 
2 150 200 0.3 0.7 6:36:42 1 525/601 

3 100 100 0.001 0.5 2:13:45 1.02672 526/601 

4 40 50 0.8 0.9 0:55:31 1 529/601 

5 30 30 0.5 0.6 0:12:26 1.00441 530/601 

6 50 50 1 1 0:33:36 1.00355 530/601 

7 60 30 0.4 0.85 0:46:34 1 538/601 

8 35 30 0.95 1 0:26:21 1 552/601 

9 25 30 0.8 1 0:19:02 1 556/601 

10 15 100 1 1 0:20:36 1 564/601 

11 10 100 0.9 1 0:13:20 1 565/601 

12 10 30 0.6 0.8 0:08:18 1.502 579/601 

13 5 30 0.7 0.9 0:04:04 2 597/601 

14 20 30 0.5 0.7 0:16:09 2 600/601 

15 15 30 0.35 0.85 0:12:11 3.4934 601/601 
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Table 5. Different  value of uncertainty in each input 
 

No. Individuals Generation Mutation Crossover Time Exe-
cution 

Epsilon 
First 
Input 

Epsilon  
Second 
Input 

Data in-
side the 
interval 
output   

1 80 100 0.1 0.4 0:50:58 1.500 1.500 584/601 
2 150 200 0.3 0.7 3:09:31 2.000 1.663 597/601 
3 100 100 0.001 0.5 1:08:40 1.505 1.501 580/601 
4 40 50 0.8 0.9 0:25:55 1.300 2.693 572/601 
5 30 30 0.5 0.6 0:11:48 2.000 1.000 598/601 
6 50 50 1 1 0:33:17 2.064 1.061 599/601 
7 60 30 0.4 0.85 0:15:25 2.000 3.459 597/601 
8 35 30 0.95 1 0:13:28 2.000 2.000 597/601 
9 25 30 0.8 1 0:09:44 1.500 2.500 597/601 

10 15 100 1 1 0:10:09 2.000 1.167 599/601 
11 10 100 0.9 1 0:06:37 1.500 1.520 588/601 
12 10 30 0.6 0.8 0:04:07 1.000 1.000 593/601 
13 5 30 0.7 0.9 0:01:57 1.001 1.000 582/601 
14 20 30 0.5 0.7 0:07:56 2.000 1.534 601/601 
15 15 30 0.35 0.85 0:05:45 1.000 1.500 567/601 

 
Table 6. Different  value of uncertainty in each Membership function 

 
No. 

 
Indi-
vidu-

als 

Gen-
era-
tion 

Mu-
ta-

tion 

Cross
over 

Time 
Execution

Epsilon 
1th MF 
1th In-

put 

Epsilon 
2th MF 
1th In-

put 

Epsilon 
1th MF 
2th In-

put 
 

Epsilon  
2th MF 
2th In-

put 
 

Data 
inside 
the in-
terval 
output   

1 80 100 0.1 0.4 2:01:39 2.000 1.001 1.000 1.000 592/601 

2 150 150 0.3 0.7 5:34:46 1.500 2.000 3.981 3.713 597/601 

3 100 100 0.001 0.5 2:16:09 1.510 2.048 3.906 3.571 593/601 

4 40 50 0.8 0.9 0:24:59 2.000 1.588 3.237 2.332 598/601 

5 30 30 0.5 0.6 0:11:23 1.500 2.000 3.747 3.500 601/601 

6 50 50 1 1 0:33:06 2.000 1.000 1.009 1.000 595/601 

7 60 30 0.4 0.85 0:23:07 2.000 1.000 1.012 1.047 592/601 

8 35 30 0.95 1 0:14:47 4.000 3.860 3.519 4.000 601/601 

9 25 30 0.8 1 0:09:40 2.003 3.625 4.000 2.600 601/601 

10 15 100 1 1 0:20:56 1.000 1.000 1.025 1.000 560/601 

11 10 100 0.9 1 0:13:15 2.031 2.000 3.465 1.830 576/601 

12 10 30 0.6 0.8 0:04:00 1.006 2.000 3.252 2.725 601/601 

13 5 30 0.7 0.9 0:01:56 1.047 1.698 1.640 1.523 600/601 

14 20 30 0.5 0.7 23:07:16 3.963 4.000 1.979 1.981 601/601 
15 15 30 0.35 0.85 0:05:58 1.000 2.943 3.997 3.594 601/601 
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Table 4, shows the simulations results with a GA for Equal Value of Uncer-

tainty for all Membership Functions for the benchmark problem. 
Table 5, shows the simulations results with a GA for different  value of uncer-

tainty in each input for the benchmark problem. 
Table 6, shows the simulations results with a GA for different  value of uncer-

tainty in each Membership function for the benchmark problem. 

5.2   MPG Benchmark Problem 

The second benchmark problem is of known as  automobile MPG (Miles per Gal-
lon) prediction. This problem is a typical nonlinear regression problem, in which 
several attributes (inputs variables) as number of cylinders, weight, model years, 
etc., are used to predict another continuous attribute (output variable) in this case 
MPG. The original data base contains 384 data, the first 192 were used for training 
data and the other 192 for testing. Jang et al. in [8], found the best model takes 
"weight" and "model year" as the inputs variables for the type-1 fuzzy inference  
 

 
Table 7. Equal value of uncertainty with manually increase (10% Increase) 

 

No. N  n  
Epsilon 
(  ɛ   )  Index  

Data inside  
the interval  
output  

Base 0.3418  20  0  0.11  67/192  
1 0.602  20  0.1  0.2  118/192  
2 0.7296  20  0.2  0.24  143/192  
3 0.7857  20  0.3  0.26  154/192  
4 0.7908  20  0.4  0.26  155/192  
5 0.8061  20  0.5  0.27  158/192  
6 0.8265  20  0.6  0.28  162/192  
7 0.8469  20  0.7  0.28  166/192  
8 0.8571  20  0.8  0.29  168/192  
9 0.8571  20  0.9  0.29  168/192  

10 0.8622  20  1.0  0.29  169/192  
11 0.8622  20  1.1  0.29  169/192  
12 0.8622  20  1.2  0.29  169/192  
13 0.8622  20  1.3  0.29  169/192  
14 0.8622  20  1.4  0.29  169/192  

15 0.8622  20  1.5  0.29  169/192  

16 0.8622  20  1.6  0.29  169/192  

17 0.8622  20  1.7  0.29  169/192  
18 0.8622  20  1.8  0.29  169/192  
19 0.8673  20  1.9  0.29  170/192  
20 0.8673  20  2.0  0.29  170/192  
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Table 8. Different  value of uncertainty in each input with manually increase (30% Increase 
first input and 10% in second input) 

No. N  n  
Epsilon 
(   ɛ  )  Index  

Data inside 
the interval 
output  

Base 0.3418  20  0  0.07  67/192  

1 0.6531  20  0.2  0.13  128/192  

2 0.7602  20  0.4  0.15  149/192  

3 0.8214  20  0.6  0.16  161/192  

4 0.852  20  0.8  0.17  167/192  

5 0.8571  20  1.0  0.17  168/192  

6 0.8622  20  1.2  0.17  169/192  

7 0.8622  20  1.4  0.17  169/192  

8 0.8622  20  1.6  0.17  169/192  

9 0.8622  20  1.8  0.17  169/192  

10 0.8673  20  2.0  0.17  170/192  

11 0.8827  20  2.2  0.18  173/192  

12 0.8929  20  2.4  0.18  175/192  

13 0.8827  20  2.6  0.18  173/192  

14 0.8622  20  2.8  0.17  169/192  

15 0.8469  20  3.0  0.17  166/192  

16 0.8469  20  3.2  0.17  166/192  

17 0.8469  20  3.4  0.17  166/192  

18 0.8469  20  3.6  0.17  166/192  

19 0.8469  20  3.8  0.17  166/192  

20 0.8469  20  4.0  0.17  166/192  

 
system with two membership function for input. Based on those results to get a 
type-2 fuzzy inference system as a base to disturb its value with an epsilon in the 
membership functions of the two most significant variables and reducing the input 
data for training, the following results are obtained.  

For the first case, 20 fuzzy systems were obtained by increasing the values of 
equal epsilon by 10%. For case two where the increase of epsilon is different per 
input, 30% increase for the first input and 10% in second input; and for the third  
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Table 9. Different  value of uncertainty in each Membership function with manually in-
crease (15% 5% 10% 20% Increase respectively) 

No. N  n  
Epsilon 
(   ɛ  )  Index  

Data inside 
the interval 
output  

Base 0.3418  20  0  0.1  67/192  

1 0.6582  20  0.125 0.19  129/192  

2 0.7602  20  0.25 0.22  149/192  

3 0.7959  20  0.375 0.23  156/192  

4 0.8112  20  0.5 0.23  159/192  

5 0.8418  20  0.625 0.24  165/192  

6 0.852  20  0.75 0.24  167/192  

7 0.8571  20  0.875 0.24  168/192  

8 0.8571  20  1 0.24  168/192  

9 0.8571  20  1.125 0.24  168/192  

10 0.8622  20  1.25 0.25  169/192  

11 0.8622  20  1.375 0.25  169/192  

12 0.8622  20  1.5 0.25  169/192  

13 0.8622  20  1.625 0.25  169/192  

14 0.8724  20  1.75 0.25  171/192  

15 0.8724  20  1.875 0.25  171/192  

16 0.8878  20  2 0.25  174/192  

17 0.8673  20  2.125 0.25  170/192  

18 0.8571  20  2.25 0.24  168/192  

19 0.8469  20  2.375 0.24  166/192  

20 0.8469  20  0.125 0.24  166/192  

 
case where the increase of epsilon is different per membership function 15% 5% 
10% 20% increase respectively.  

Table 7 shows the simulations results with manually increase for Equal Value 
of Uncertainty for all Membership functions,  for the second benchmark problem. 

Table 8, shows the simulations results with manually increase for different  
value of uncertainty in each input for the benchmark problem. 
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Fig. 8. Simulation results for the three cases for benchmark problem MPG 

Table 9, shows the simulations results with manually increase for different  
value of uncertainty in each Membership function (15% 5% 10% 20% Increase re-
spectively) for the benchmark problem. 

Figure 8 shows the results graphically for benchmark problem MPG, in which 
we can see the results for the three cases. We can observe that in case two, where 
the increase of epsilon is different for each input, we get the best index with less 
increase of uncertainty in their membership functions. 

6   Conclusions 

We presented in this paper a description of an optimization method for the mem-
bership functions of type-2 fuzzy systems based on the level of uncertainty. Simu-
lation results for Adaptive Noise Cancellation benchmark problems are presented. 
For this problem we can see that varying the uncertainty of the membership func-
tions with the GA changes the fitness of the fuzzy systems.  
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Abstract. This work is focused in the human recognition from ear images as bio-
metric using modular neural networks with preprocessing ear images as network 
inputs. We proposed a modular neural network architecture composed of twelve 
modules, in order to simplify the problem making it smaller. Comparing with 
other biometrics, ear recognition has one of the best performances, even when it 
has not received much attention. To compare with other existing methods, we used 
the 2D Wavelet analysis with global thresholding method for compression, and 
Sugeno Measures and Winner-Takes-All as modular neural network integrator. 
Recognition results achieved was up to 97%. 

1   Introduction 

Is not a surprise to see that actually the human identifying methods by possessions 
such a cards, badges, keys or by knowledge such a passwords, userid, Personal 
Identification Number (PIN), are being replaced by biometrics. 

We can say that every person is unique. There are not two persons with the 
same face, identical fingerprints or voice. This and other singularities are part of 
the biometrics. Biometrics is the science of identifying or verifying the identity of 
a person based on physiological or behavioral characteristics. In physiological also 
called passive characteristics, the biometric measure is taken from a subject with 
or without his/her consent, depends of the biometric capture system. In the other 
way the behavioral also called active characteristics, the subject must show his/her 
biometric measure doing an action in front of a captured system.  

Biometrics offer much higher accuracy than the more traditional ones. Posses-
sion can be lost, forgot or replicated easily. Knowledge can be forgotten. Both 
possessions and knowledge can be stolen or shared with other people. In biomet-
rics these drawbacks do exist only in small scale. [7] 

Some biometrics are shown at (Figure 1). The behavioral characteristics are 
voice, handwritten signature, keyboard strokes, odor, and more. The physiological 
ones are fingerprint, iris, face, hand geometry, finger geometry, retina, vein struc-
ture, ear, and more.  
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Fig. 1. Some Biometrics. 

 
The physiological characteristics systems are generally more reliable than the 

based ones on behavioral characteristics, despite the last ones can be sometimes 
simpler to integrate in some specific uses.  

The most commonly used biometrics according to the International Biometric 
Group in 2006 were: fingerprint, face, voice, iris, handwritten signature and hand 
geometry. [10] Ear biometric is not commonly used, yet (Figure 2).  

 
Fig. 2. Commonly used Biometrics. 
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There are many applications where biometrics can be used.  Basically a biomet-

ric system may operate in verification mode also known as authentication, or iden-
tification mode also known as recognition.  Identification mode answer the  
question Who are you?, the system recognizes a subject by searching the tem-
plates of all the users in the database for a match. In verification mode the ques-
tion is, You are who you claim to be? and the system validates a person’s identity 
by comparing the captured biometric data with her own biometric.  

But, what biological measurements qualify to be a biometric? Any human 
physiological and/or behavioral characteristic can be used as a biometric charac-
teristic as long as it satisfies the following requirements:  universal, unique,  
permanent, measurable, acceptable, capable and reliable. These concepts are  
described below: 

• Universality (U): each person must own the characteristic.  
• Distinctiveness (D): each person must be differentiable between each  

subject.  
• Permanence (P): the characteristic does not have to change with time. 
• Collectability (Co): there must exist the capacity to characterize the charac-

teristic measured quantitatively. 
• Acceptability (A): the characteristic must have great acceptance between 

the societies. 
• Performance (Pf): accuracy, speed, and robustness of technology used. 
• Circumvention (C): reflects how easily the system can be fooled using 

fraudulent methods. 

A brief comparison of different biometrics based on seven factors for an ideal 
biometric previously mentioned, is provided in (Table I). As you can see, ear, 
fingerprint and hand geometry have better averages than other biometrics.  

 
Table I. Comparison for different biometrics. High, Medium, and Low are denoted by H, 
M, and L, respectively. 

 
Biometric 
Techniques 

U D P Co A Pf C 

Ear M M H M M H M 
DNA H H H L H L L 
Face H L M H L H H 
Fingerprint M H H M H M M 
Keystroke L L L M L M M 
Hand G.  M M M H M M M 
Iris H H H M H L L 
Odor H H H L L M L 
Retina H H M L H L L 
Signature L L L H L H H 
Voice M L L M L H H 
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However, no single technique can outperform all the others in all operational 
environments. In this sense, each biometric technique is admissible and there is no 
optimal biometric characteristic. [5] 

2   Background 

2.1   Related Work 

Human ear identification has been interesting in recent years. At 1906 Imhofer 
found that in a set of 500 ears, only 4 characteristics were needed to state the ears 
unique. The most famous work among ear identification was made by Alfred 
Iannarelli at 1989, where he compared over 10.000 ears drawn from a randomly 
selected sample in California; he found that all ears were different. [3] 

Another study was among identical and non-identical twins using Iannarelli’s 
measurements. The result was that ears are not identical, even identical twins had 
similar but not identical ears. After Iannarelli’s classification there have become 
different and more scientific methods for ear identification: 

Carreira-Perpiñan (1995). He used outer ear images are proposed for human 
recognition and compression neural networks to reduce the dimensionality of the 
images and produce a feature vector of manageable size. [9] 

Moreno et al. (1999). They presented a multiple identification method, which 
combines the results from several neural classifiers using feature outer ear points, 
information obtained from ear shape and wrinkles, and macro features extracted 
by compression network. 

Burge and Burger (1998 - 2000). They obtained automatic ear biometrics with 
Voronoi diagram of its curve segments.  

Hurley, Nixon and Carter (2000). They used force field transformations for ear 
recognition. The image is treated as an array of Gaussian attractors that act as the 
source of the force field.  

Victor, Chang, Bowyer and Sarkar (2002 - 2003). Using Principal Compo-
nent Analysis (PCA) approach, they made a comparison between ears and 
faces.  

Ear Recognition Laboratory at USTB (2003 - 2004).  In 2003, they established 
an image database of 60 subjects (3 images for one subject). Using the method of 
kernel principal component analysis (KPCA), the ear identification rate was 94%. 
In 2004, they enlarged the image database to 77 subjects, 4 images for one subject, 
with pose variation and lighting variation. For ear feature extraction, they pro-
posed a novel recognition method based on local features extraction, which means 
extracting the shape feature of outer ear and the structural feature of inner ear then 
using BP neural network for classification. In this way, the recognition rate rises 
to 85%. [1][11] 
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2.2   Ear 

The ear structure is quite complex, it has a great variety of classified zones. The 
most important ear parts are: Helix, Concha and Lobule (Figure 3). 

 

 
 

Fig. 3. Ear parts. 

 
Researchers have suggested that the shape and appearance of the human ear is 

unique to each person, and relatively unchanging during the lifetime of an adult 
[6] making it better suited for long-term identification when compared to other 
biometrics, such as face recognition. 

Ear recognition is not affected by environmental factors such as mood, health, 
and clothing. However, ear recognition has not received much attention like others 
biometrics e.g. face, fingerprint, iris, etc. 

For that reasons, the ear is taken as biometric, since it presents a structural sin-
gularity that is practically impossible that two subjects own the same physiologi-
cal characteristic, even for “identical” twins.  

We can mention some advantages and disadvantages for ear biometric: 

• Ears are smaller than other biometrics. Reduced spatial resolution.  
• Ear biometric can be take with or without the subject consent. 
• Biometrics like iris, retina and DNA are more permanent than ear form. 

At the same level are fingerprint and hand geometry. Less permanent 
than ear form are signature, face and voice.  

• Ear biometrics are not usable if the ear is covered e.g. with a hat or hair. 
• We have almost none adjectives to describe ears. 
• Ear recognition systems can be fooled with methods like plastic  

surgery.  
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3   Ear Recognition Process  

Ear recognition process used for this work is composed by the following steps:  
• Data acquisition 
• Image pre-processing 

o Regions of interest (ROI) 
o Wavelets 

• Neural network structure 
• Neural network training 

o Scaled Conjugate Gradient (SCG) 
o Gradient Descent with Momentum and Adaptive Learning Rate 

(GDX) 
• Modular integration 

o Sugeno Measures 
o Winner-Takes-All (WTA) 

 
In the next sections we describe these steps, and we show the results obtained. 

3.1   Data Acquisition  

The images were acquired at University of Science and Technology Beijing 
(USTB) [11], which contains 308 images from 77 subjects, 4 images for one sub-
ject with pose variation and lighting variation. The subjects are students and 
teachers from the department of Information Engineering. The database was 
formed between November 2003 and January 2005 with 77 subjects, four images 
each. Two images with angle variation and one with illumination variation. Each 
image is 24-bit true color image and 300*400 pixels. The first image and the 
fourth one are both profile image but under different lighting. The second and the  
 

 

 
 

Fig. 4. USTB Database. 
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third one have the same illumination condition with the first while they have sepa-
rately rotated +30 degree and -30 degree with the first one (Figure 4). 

3.2   Image Pre-processing  

The original image is true color or RGB. To get the coefficients, the image must to 
have a color map, it means, the image must be indexed. First of all, we convert the 
image to grayscale and then from RGB to indexed. 

The figures (Figure 5 and Figure 6) below show how the system interprets the 
original RGB image and how interprets the indexed image. As we can see, the 
RGB image lost too much information.  

 

 
 

Fig. 5. RGB Image. 
 
 

 
 

Fig. 6. Indexed Image. 
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The next step for image pre-processing was the image resize from 300*400 to 

50*75 pixels taken the region of interest (ROI) to eliminate as much as possible 
noise (Figure 7). 

For image compression, we used two-dimensional wavelet analysis with Global 
Thresholding method, with two decompose levels and near symmetric wavelet 
(sym8) and 20% for hard-thresholding. The approximation coefficients were 
stored in a row vector for training.  

 
 

 

(a) (b) 
 

Fig. 7. (a) 0riginal Image. (b) Resize Image. 
Black square = ROI 

 
Basically, this method consists of taking the wavelet expansion of the signal 

and keeping the largest absolute value coefficients. In this case, you can set a 
global threshold, a compression performance, or a relative square norm recovery 
performance. Thus, only a single parameter needs to be selected. 

The following figures (Figure 8 and Figure 9) show the decomposition and 
compression process.  
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Fig. 8. Image Decomposition. 

 

 

Fig. 9. Image Compression. 
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3.3   Neural Network Structure   

The use of monolithic neural networks, such as a multilayer perceptrón, has 
some drawbacks: e.g. slow learning, weight coupling, and the black box effect. 
These can be alleviated by the use of a modular neural network (MNN). The 
creation of a MNN has three steps: task decomposition, module creation and 
decision integration. [4] 

For our investigation, we decomposed our network data by this way: 308 train-
ing images, divided in 104 images for module 1 and 2, and 100 images for module 
3; 77 identification images, divided in 26 images for module 1 and 2, and 25 for 
module 3 (Figure 10). Then, each module was divided as follows (Figure 11): 

• Module 1 (Subjects 1-26) 
o Module 4: Helix  
o Module 5: Concha  
o Module 6: Lobule  

• Module 2 (Subjects 27-52) 
o Module 7: Helix  
o Module 8: Concha  
o Module 9: Lobule  

• Module 3 (Subjects 53-77) 
o Module 10: Helix  
o Module 11: Concha  
o Module 12: Lobule  

 

Using the expression (2*(k+2), k+m, k) [8]: 
• First hidden layer: 56 neurons module 1 and 2, 54 module 3. 
• Second hidden layer: 30 neurons module 1 and 2, 29 module 3. 
• Output layer: 26 neurons module 1 and 2, 25 module 3. 

 
We used Sugeno measures and Winner-Takes-All for integrate the modules 4, 5 
and 6, 7, 8 and 9, and 10, 11 and 12. For modules 1, 2 and 3 we used a Gating to 
take de final decision. 

3.4   Neural Network Training   

For the 77 subjects, we trained the 4 available images and we used every image 
with cross validation for testing. It means, for each module we used the first image 
for test at the first iteration, then the second image for test at the second iteration, 
and so on until the four image.  

The learning algorithms used for this work were gradient descent momentum 
and an adaptive learning rate or traingdx, and scaled conjugate gradient or 
trainscg. The tables below (Table II, Table III and Table IV) show the perform-
ance for those learning algorithms, being trainscg the best with less number of 
iterations but not in time.  
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Fig. 10. Schematic representation of the neural network architecture. 
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Fig. 11. Neural network architecture for each module. 
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Table II. Performance for trainscg algorithm. 
H=Helix, C=Concha, L=Lobule. 

 
Iterations 

Module 1 Module 2 Module 3 
H C L H C L H C L 
377 509 608 584 669 948 444 411 400 

 
Table III. Performance for traingdx algorithm. 

H=Helix, C=Concha, L=Lobule. 
 

Iterations 
Module 1 Module 2 Module 3 

H C L H C L H C L 
1000 1000 1000 

 
Table IV. Time comparison between SCG and GDX. 

SCG= trainscg, GDX= traingdx. 
 

Train Goal Time 
SCG 0.00001 30.37 
GDX 0.00001 24.20 

3.5   Modular Integration   

The integrators used in this work were Sugeno Measures and WTA mechanisms. 
The following tables (Table V, Table VI and Table VII) show the recognition 
results obtained for each module using cross validation and Sugeno Measures as 
integrator.  

The tables (Table VIII, Table IX, and Table X) show the recognition results 
obtained for each module using cross validation and Winner-Take-All as  
integrator. 

 
Table V. Recognition results for Module 1 with Sugeno integration.  

CV = Cross Validation 
 

Module 1 Train 

CV1 CV2 CV3 CV4 % 

trainscg 25/26 26/26 24/26 26/26 97.11 

traingdx 23/26 23/26 24/26 22/26 88.46 
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Table VI. Recognition results for Module 2 with Sugeno integration.   
CV = Cross Validation 

 
Module 2 Train 

CV1 CV2 CV3 CV4 % 

trainscg 24/26 25/26 25/26 26/26 96.15 

traingdx 22/26 23/26 24/26 23/26 88.46 

 
Table VII. Recognition results for Module 3 with Sugeno integration.   

CV = Cross Validation 
 

Module 3 Train 

CV1 CV2 CV3 CV4 % 

trainscg 24/25 25/25 25/25 25/25 99.0 

traingdx 23/25 22/25 21/25 22/25 88.0 

 
Table VIII. Recognition results for Module 1 with WTA integration.   

CV = Cross Validation 

 
Module 1 Train 

CV1 CV2 CV3 CV4 % 

trainscg 23/26 25/26 26/26 25/26 95.19 

traingdx 24/26 23/26 25/26 24/26 92.30 

 
Table IX. Recognition results for Module 2 with WTA integration.   

CV = Cross Validation 
 

Module 2 Train 

CV1 CV2 CV3 CV4 % 

trainscg 24/26 23/26 24/26 26/26 93.26 

traingdx 26/26 23/26 25/26 24/26 94.23 
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Table X. Recognition results for Module 3 with WTA integration.   
CV = Cross Validation 

 
Module 3 Train 

CV1 CV2 CV3 CV4 % 

trainscg 24/25 23/25 25/25 23/25 95.00 

traingdx 24/25 23/25 24/25 23/25 94.00 

 
The table below (Table XI) shows the final average obtained from each  

module. 
 

Table XI. Final recognition result for Sugeno and WTA integration. 

 
Train Sugeno  

Rec.% 
WTA 
Rec.% 

trainscg 97.42 94.48 

traingdx 88.30 93.51 

 
We can compare our results with the work done by other researcher in the same 

field using various techniques e.g. [1], [2], [3]. Our recognition rate is good be-
cause the modular neural network architecture that we used helped us to avoid 
slow learning and make easier the recognition process.  

4   Conclusions   

In this paper, is proposed a method of human recognition based on human ear 
images using 2D wavelet analysis for preprocessing. Ear images are resized to a 
fixed size followed by select regions of interest. After that near symmetric wavelet 
of level two is used to image compression. Ear database is trained following the 
proposed modular neural network architecture, which help us to improve the train 
process. In fact, if we want to add more subjects to the database is not necessary 
start over, we just need to add more modules to our architecture and that is a great 
advantage comparing with other similar works.   

Sugeno Measures integrator gets the best recognition average being this 97.11% 
with SCG algorithm versus 94.48% with WTA integrator from SCG algorithm. 
Both integrators are good; however, in this case it was not enough to choose a 
winner through the neural weights as do WTA integrator.  
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Abstract. This paper presents three modular neural network architectures as sys-
tems for recognizing persons based on the iris biometric measurement of humans. 
In these systems, the human iris database is enhanced with image processing 
methods, and the coordinates of the center and radius of the iris are obtained to 
make a cut of the area of interest by removing the noise around the iris. The input 
to the modular neural networks are the processed iris images and the output is the 
number of the person identified. The integration of the modules was done with a 
gating network method. 

1   Introduction 

This paper is focused on the area of modular neural networks for pattern recogni-
tion based on biometric measures, specifically in the recognition by the human iris 
biometric measurement. At present, biometric measurements are being widely 
used for person recognition systems. A lot has been said about the use of such 
measures, particularly for the signature, fingerprint, face and voice. As more re-
search was done in this area further biometric measures were discovered, among 
which the human iris by its peculiarity of not losing over the years its universality 
and authenticity. 

In order to get a good identification, we proposed a modular neural network ar-
chitecture divided into three modules, each module input is a part of the database 
of human iris, and some methods or techniques are used for pre-processing the 
images such as normalization, resizing, cut, edge detection, among several others. 
The end result in terms of modular neural network architecture and image pre-
processing depends on the tests made and also the time to achieve identification. 

The paper is organized as follows: Section 2 contains a brief explanation from 
previous research with human iris for recognition of people and basic concepts 
relevant to the area, section 3 defines the method proposed for this research and 
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the description of problem addressed in this paper, section 4 presents the results 
achieved in research and in Section 5 draws conclusions and future work. 

2   Backgroun and Basic Concepts 

2.1   Modular Neural Network 

An artificial neural network (ANN) is a distributed computing scheme based on 
the structure of the nervous system of humans. The architecture of a neural net-
work is formed by connecting multiple elementary processors, this being an adap-
tive system that has an algorithm to adjust their weights (free parameters) to 
achieve the performance requirements of the problem based on representative 
samples. 

Therefore we note that an ANN is a distributed computing system characterized 
by: 

 A set of elementary units, each of which has low processing capabili-
ties. 

 A dense interconnected structure using weighted links. 
 Free parameters to be adjusted to meet performance requirements. 
 A high degree of parallelism. 

The most important property of artificial neural networks is their ability to learn 
from a training set of patterns, i.e. is able to find a model that fit the data [22]. 

The artificial neuron consists of several parts. On one side are the inputs, 
weights, the summation, and finally the adapter function. The input values are 

multiplied by a weights and added: ∑
i

iji wx . This function is completed with 

the addition of a threshold amount θ i This threshold has the same effect as an 
entry with value -1. It serves so that the sum can be shifted left or right of the 
origin. After addition, we have the function f applied to the resulting set the final 
value of the output, also called yi. The result of the sum before applying the func-
tion f, also often called activation value ai [23]. 

The modular neural networks are composed of simple networks that behave as 
functional blocks and these are the neural modules. 

A modular neural network works similarly to a classical neural network, as it is 
composed of sigmoidal, linear or discrete activation neurons and are trained with 
common learning algorithms (gradient descent with adaptive learning algorithm, 
backpropagation, gradient descent scaling , etc.). What distinguishes it from other 
neural models, is that it is developed based on functional modules and each mod-
ule runs a neural network with the same characteristics or different (input layer, 
hidden layers, output layer, depending activation, learning algorithm, number of 
neurons per layer, etc.). In this model the modules work independently and in the 
end a form commonly called integrator performs the function of deciding between  
 



Modular Neural Networks for Person Recognition  139
 

the different modules to determine which of them has the best solution (including 
network of gateways, fuzzy integrator, etc.). [24] . Figure 1 shows a modular neu-
ral network scheme:  
 

 
Fig. 1. Schematic of an modular artificial neural network 

2.2   Historical Development 

The first use of the iris was presented in Paris, where criminals were classified 
according to the color of their eyes following a proposal by the French ophthal-
mologist Bertillon (1880) [8]. Research in visual identification technology began 
in 1935. During that year an article appeared in the ’New York State Journal of 
Medicine’, which suggested that ”the pattern of arteries and veins of the retina 
could be used for unique identification of an individual” [2]. 

After researching and documenting the potential use of the iris as a tool to iden-
tify people, ophthalmologists Flom and Safir patented their idea in 1987 [11]; and 
later, in 1989, they patented algorithms developed with the mathematician Daug-
man. Thereafter, other authors developed similar approaches [2]. Later in 2001, 
Daugman also presented a new algorithm for the recognition of people using the 
biometric measurement of Iris [10]. 

The literature has well documented the uniqueness of visual identification. The 
iris is so unique that there are no two irises alike, even twins, in all humanity. The 
probability of two irises producing the same code is 1 in 1078, becoming known 
that the earth’s population is estimated at approximately 1010 million [1], it is 
almost imposible to ocurr. 

Biometric identification techniques are very diverse, since any significant ele-
ment of a person is potentially useful as an element of biometric identification. 
Even with the diversity of existing techniques, when developing a biometric iden-
tification system, this remains a totally independent of the technique. Human be-
ings have many features in common, but also have characteristics that distinguish 
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them and make them unique from each other. Over the years there have been 
many studies and research about it and developing techniques, methods and sys-
tems that enable the use of these patterns for personal identification. 

2.3   Iris Properties 

The iris is an internal organ of the eye, located behind the cornea and the aqueous 
humor, which consists of a screening connective tissue, fibers, rings and colors that 
are a distinctive mark of the people to observe at close range (see Fig. 2). The iris 
texture is not a genetic expression and the morphogenesis is completely random [12]. 

 

 

Fig. 2. Human Iris [13] 

The properties of the iris that enhance its use for identification of individuals 
include: a) uniqueness in two individuals, b) inability to modify it without risk of 
vision loss, c) is a pattern with high randomness, and d) ease of record at close 
range. But it also presents some disadvantages such as: a) its small size makes it 
difficult to acquire it at certain distances, b) is a moving target, c) is located on a 
curved surface, moist and reflective, d), its image is often affected by eyelashes, 
eyelids and light reflections, and e) the deformations are not elastic when the pupil 
changes size [13]. 

3   Proposed Method and Problem Description 

The proposed methodology for iris recognition can be stated as follows: 

1) Search for a database of human iris. 
2) Determine the database division in terms of individuals per module for the 

modular neural network. 
3) Search for methods and / or pre-processing techniques for application to the 

image database and obtain an optimal identification. 
4) Implementing in a programming language the different modular neural net-

work architectures (see Fig. 3). The RNMs consist of 3 modules. 
5) Find a modular integration method to provide the desired results. 
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Fig. 3. Schematic representation of the division of problem and system operation 

3.1   Problem Description 

This work focuses primarily on the identification of individuals. This problem is 
well known by the scientific community, as innumerable investigations have been 
developed in this area, considering various measures to achieve it with biometrics 
(fingerprint, voice, palm of hand, signature) and various methods of identification 
(with particular emphasis on neural networks). 

The specific problem considered in this work is: ”Obtain a good percentage of 
person identification based on the biometric measurement of the human iris, using 
modular neural networks”. 

We used a database of human Iris from the Institute of Automation Chinese 
Academy of Sciences (CASIA) (see Fig. 4). It consists of 14 images (7 right eye - 
7 left eye) per person, for a total of 99 individuals, giving a total of 1386 images. 
The image dimensions are 320 x 280, JPEG format [3]. 

 

 

Fig. 4. Examples of the human iris images from CASIA database. 
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3.2   Image Pre-processing 

The pre-processing that has been applied to the images before they are introduced 
to the neural network is as follows: 

 Obtain the coordinates and radius of the iris and pupil using the 
method developed by Masek and Kovesi [9]. 

 Making the cut in the Iris. 
 Resize the cut of the Iris to 21-21 
 Convert images from vector to matrix 
 Normalize the images. 

1) Obtain coordinates of the center and radius of Iris: To get the coordinates of 
the center and radius of the iris and pupil of images in the CASIA database, the 
method developed by Masek and Kovesi was used [9]. 

This method involves applying a series of filters and mathematical calculations 
to achieve the desired gain. 

First we apply edge detection with Canny’s method (see Fig. 5 (a)), then the 
process continues using a gamma adjustment of the image (see Fig 5 (b)), to the 
resulting image obtained above a no maxima suppression is applied (see Fig. 5 
(c)), and subsequently we applied to the image a threshold method (see Fig. 5 (d)). 

 

 
Fig. 5. (a) Edge detection with Canny’s method (b) Image Adjust Gamma (c) No Maxima 
Suppression (d) Threshold. 

 
Finally, we apply the Hough transform to find the maximum in the Hough 

space and, therefore, the circle parameters (row and column at the center of the iris 
and the radius). 

2) Cut out the Iris: After obtaining the coordinates of the Iris, the upper right and 
lower left points are calculated to make the cut (see Fig. 6). 
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RowUpLeft = RowIris - RadiusIris; 
RowLowRight = (RowIris+RadiusIris)-RowUpLeft; 
ColUpLeft = ColumnIris - RadiusIris; 
ColLowRight = (ColumnIris + RadiusIris) - ColUpLeft; 
 

 

Fig. 6. Cut of iris, using the “imcrop” Matlab function. 

3.3   Modular Neural Network Architecture 

The work was focused on the recognition of persons using a modular neural net-
work. We worked with 3 modules, each module input considers 33 individuals 
(264 images for training - 198 images for testing). We used the method of integra-
tion called Gating Network. 

The architecture of the modular neural network was defined with the empirical 
expression of Salinas [7]. 

 

 

Fig. 7. Initial Modular Neural Network Architecture. 
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Based on the this expression we can calculate the number of nodes as follows: 

 1st hidden layer (2 _ (k + 2)) = 70. 
 2nd hidden layer (k + m) = 41. 
 Output layer (k) = 33. 

In determining the characteristics of the modular neural network, such as the 
number of modules to be used, the inputs, hidden layers, the number of neurons 
for each hidden layer and outputs, the initial architecture is specified in Fig. 7. 

4   Simulation Results   

Experiments were performed with the modular neural network architecture de-
scribed in the previous section, and we perfomed experiments with 3 types of 
learning algorithms: gradient descent with adaptive learning (GDA), gradient 
descent with adaptive learning and momentum (GDX) and scaled conjugate gradi-
ent (SCG) . After obtaining the results of this architecture, two modified architec-
tures were also tested to improve the accuracy. 

4.1   Results with the Initial Modular Neural Network Architecture 

The following results were achieved by each of the 3 modules in terms of percent-
age of identification. 

Module 1 
In this module the results were better with the scaled conjugate gradient algorithm 
(SCG), with an identification rate of 96.46% (191/198), goal error of 0.0000001, 
execution time of 29 seconds and 207 iterations (see Fig. 8 and Table I).  

 
Fig. 8. Graph of error of the best training in Module 1. 
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Table I. Results for module 1 
 

 Error Time Iterations Rec. Ident. % Ident. 

Traingda 0.000001 1.32 m. 1399 264/264 189/198 95.45 

Traingdx 0.000001 38 s. 551 264/264 188/198 94.94 

Trainscg 0.0000001 29 s. 207 264/264 191/198 96.46 

Module  2 
In this module the results were better with the gradient descent algorithm with 
adaptive learning (GDA), with an identification rate of 96.46% (191/198), goal 
error of 0.000001, execution time of 56 seconds and 833 iterations (see Fig. 9 and 
Table II) . 

 

 

Fig. 9. Graph of error of the best training in Module 2. 
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Table II. Results for module 2 
 

 Error Time Iterations Rec. Ident. %Ident. 

Traingda 0.000001 56 s. 833 264/264 191/198 96.46 

Traingdx 0.000001 40 s. 586 264/264 189/198 95.45 

Trainscg 0.0000001 28 s. 207 264/264 189/198 95.45 

 

Module 3 
In this module the results were better with the scaled conjugate gradient algo-
rithm (SCG), with a 94.94% of identification rate (188/198), goal error of 
0.0000001, execution time of 28 seconds and 144 iterations (see Fig. 10 and 
Table III). 

 

 

Fig. 10. Graph of error of the best training in Module 3. 
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Table III. Results for module 3 
 

 Error Time Iterations Rec. Ident. %Ident. 

Traingda 0.000001 66 s. 992 264/264 187/198 94.44 

Traingdx 0.000001 29 s. 416 264/264 186/198 93.93 

Trainscg 0.0000001 20 s. 144 264/264 188/198 94.94 

Integration 
Analyzing the results obtained in the three modules, we see that in the first and 
third module, the learning algorithm that showed better results was the scaled 
conjugate gradient; and in the second module the best results were obtained with 
the gradient descent with learning adaptive. We decided to use the gating network 
integration method with the outputs of the three modules. Getting as final result a 
95.95% of identification rate (570/594) (see Table IV). 
 

Table IV. Results of the integration for the 3 modules 
 

Integrator MD1 MD2 MD3 Rec. Ident. % Ident. 

Gating Network Trainscg Traingda Trainscg 792/792 570/594 95.95 

4.2   First Modification of the Modular Neural Network Architecture 

In obtaining the results with the proposed modular neural network, we decided to 
modified manually the number of neurons in a hidden layer of the network, con-
sidering the second hidden layer for the modification. 

There were two changes in the second hidden layer that produced good re-
sults: 70 neurons in first hidden layer and 67 neurons in the second hidden layer, 
and 70 neurons in first hidden layer and 100 neurons in the second hidden  
layer. 

Module 1 
The results of this module found that the best result was achieved with gradient 
descent algorithm with adaptive learning (GDA) with 70 hidden neurons in first 
layer and 67 neurons in second hidden layer with a 96.96% of identification rate 
(192/198) (see Table V). 
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Table V. Results for module 1 

 70-41 70-67 70-100 

 Identif. % Identif. Identif. % Identif. Identif. % Identif. 

Traingda 189/198 95.45 192/198 96.96 190/198 95.95 

Traingdx 188/198 94.94 189/198 95.45 191/198 96.46 

Trainscg 191/198 96.46 189/198 95.45 190/198 95.95 

Module 2 
The results of this module found that the best result was achieved with gradient 
descent algorithm with adaptive learning (GDA) with 70 hidden neurons in first 
layer and 67 neurons in second hidden layer with a 97.97% of identification rate 
(194/198) (see Table VI). 

Table VI. Results for module 2 

 70-41 70-67 70-100 

 Identif. % Identif. Identif. % Identif. Identif. % Identif. 

Traingda 191/198 96.46 194/198 97.97 193/198 97.47 

Traingdx 189/198 95.45 191/198 96.46 192/198 96.96 

Trainscg 189/198 95.45 192/198 96.96 193/198 97.47 

Module 3 
The results of this module found that the best result was achieved with the scaled 
conjugate gradient algorithm (SCG) with 70 neurons in first hidden layer and 100 
neurons in second hidden layer with a 95.45% of identification rate (189/198)  
(see Table VII). 

Table VII. Results for module 3 

 70-41 70-67 70-100 

 Identif. % Identif. Identif. % Identif. Identif. % Identif. 

Traingda 187/198 94.44 187/198 94.44 188/198 94.94 

Traingdx 186/198 93.93 187/198 94.44 188/198 94.94 

Trainscg 188/198 94.94 188/198 94.94 189/198 95.45 

 
Knowing the best results for the 3 modules, it is now determined that the modu-

lar neural network architecture is modified as shown in Fig. 11: 
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Fig. 11. Modified Modular Neural Network Architecture. 

Integration 
Analyzing the results obtained in the three modules, we see that in the first and 
second module, the learning algorithm that showed better results was the gradient 
descent with learning adaptive rate with 70 hidden neurons in first layer and 67 
neurons in second hidden layer; and in the third module which showed best results 
was the scaled conjugate gradient with 7 hidden neurons in first layer and 10 neu-
rons in second hidden layer. The gating network integration is done with the algo-
rithms and numbers of neurons mentioned above for each module. The final result 
is 96.80% of identification rate (575/594) (see Table VIII). 

Table VIII. Results of the integration for 3 modules with modified architecture 

Integrator MD1 MD2 MD3 Rec. Ident. % 
Ident. 

Gating 
Network 

Trainscg Traingda Trainscg 792/792 570/594 95.95 

Gating 
Network 
Modified 

Architecture

Traingda Traingda Trainscg 792/792 575/594 96.80 

Cross Validation 10 Times 
After obtaining the final results of the integration we chose to carry out cross-
validation of 10 different combinations of training and test images, and averaging 
the results of identifications (see Table IX): 
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Table IX. Results for cross validation for 10 times 

Validator MD1 MD2 MD3 % Ident.

Cross Validation 
10 Times 

91.57 92.93 90.25 91.58 

4.3   Second Modification of the Modular Neural Network Architecture 
(Extended) 

In analyzing the results obtained with the integration in the modular neural net-
work we found that the learning algorithm (SCG) identifies the image of human 
iris of a particular person that other different learning algorithm (GDA) do not 
identified, as well as the number of neurons in the hidden layers of the neural 
network . 

Based on the above ideas, we propose an extended architecture of the modular 
neural network. In this architecture each module consists of two modules with 
different learning algorithms or different number of neurons in the second hidden 
layer (the two modules were more successful results with the modified architec-
ture), see in Fig 12.: 

 

 
Fig. 12. Extended Modular Neural Network Architecture. 

With the outputs of each module we perform the results integration. Obtaining 
as final result a 97.13% identification rate (577 images of 594 test images) with 
the winner takes all integrator and 96.96% identification rate (576 images of 594 
test images) with the Mamdani type fuzzy integrator (see Table X).  
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Table X. Results of the integration for 3 modules with extended architecture 

Integrator MD1 MD2 MD3 Rec. Ident. % Ident. 

Gating Network 
Modified Archi-

tecture 

Traingda 
192 

Traingda
194 

Trainscg
189 

792/792 575/594 96.80 

Integrator: Win-
ner Takes All 

194 193 190 792/792 577/594 97.13 

Integrator: Fuzzy 
Type Mamdani 

193 194 189 792/792 576/594 96.96 

Cross Validation 10 Times 
After obtaining the final results of the integration we chose to carry out cross-
validation of 10 different combinations of training and test images, and averaging 
the results of identifications (see Table XI): 

Table XI. Results for cross validation for 10 times with extended architecture 

Cross Validation 10 Times % Ident. 

Modified Architecture  91.58 

Extended Architecture with Integrator Winner Takes 
All 

91.83 

Extended Architecture with Integrator Fuzzy Type 
Mamdani 

91.41 

5   Conclusions 

In this paper we presented modular neural network architectures, which have as 
input the database of human iris images, with the database images divided in three 
parts for the three modules, and each module has two hidden layers. In this work, 
several methods were used to make the elimination of noise that the original pic-
tures had until the coordinates of the center and radius were obtained, and then 
make a cut around the iris.  

With the extended architecture we achieved higher results than the initial and 
modified by achieving a 97.13% identification rate (577 images of 594 test im-
ages) with the integrator winner takes all and 96.96% identification rate( 576 im-
ages of 594 test images) with the Mamdani type fuzzy integrator. 

These results demonstrate that the use of the human iris biometric measurement 
worked with modular artificial neural networks and favorable results of person 
identification were obtained. 

Future work consists in considering other different pre-processing of images or 
that complements the current one and using a method for optimization of the 
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modular artificial neural network, with which we could get beyond the rate of 
detection obtained in the results shown in this paper. 
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Abstract. This paper presents techniques for developing a system for identifica-
tion of faces in real time based on biometric technology [22], where the identifica-
tion phase is being implemented by an artificial neural network. The motivation 
for this research work stems from the observation that the human face provides a 
particularly interesting structure. Face images are obtained by a web camera and 
then used for the digital image preprocessing techniques. Feature extraction tech-
niques are applied; the extracted image features are fed to the neural network for 
learning. Due to the fact that the effectiveness of systems for identification tech-
niques rely primarily on Preprocessing and feature extraction, therefore, this work 
presents different features extraction techniques, and a comparison between me-
thods is made, in terms of their percentages of recognition. We described the most 
used techniques for this task [10], i.e.: Edge extraction, Wavelet Analysis,  
eigenfaces. 

1   Introduction 

Face recognition has been studied more thoroughly in recent years. Thanks to 
advances in computing power, allowing the implementation of more complex 
algorithms [7]. This work uses a technique based on neural networks.  

This allows multiple applications where today it is necessary to identify particu-
lar individuals [11]. For example: lock or unlock the computer, mobile phones, 
and security systems for laboratories, banks and shops. 

Access control by face identification has advantages over other biometric sys-
tems:   The cost of equipment is not very high, can be constructed using a simple 
video camera and a personal computer, no need to touch anything, say anything or 
bend the eye to a detector, any person can only stand in front of the camera, and 
the identification system performs the task [1]. 

This paper is organized as follows: in section 2 we describe the basic concepts 
of our work, section 3 describes the methods proposed for the development of our 
work and a brief description of the problem, section 4 describes the features ex-
traction methods and their application to our problem, section 5 describes the 



156 J.C. Vázquez, M. López, and P. Melin
 

architecture of the modular neural network we used for our training, in section 6 
we show the results we obtained by applying the techniques of feature extraction 
and  in section 7 the conclusions of our work are presented. 

2   Background and Basic Concepts 

In this section we describe the basic concepts of an Artificial Neuronal Networks 
and the Backpropagation Algorithm also describes background information on 
face recognition. 

2.1.1   Artificial Neural Networks (ANNs) 
The ANN provides a general practical method for real-valued, discrete-valued, 
and vector-valued functions from examples. The back propagation algorithm 
which is widely used in ANNs, uses gradient descent to tune network parameters 
to best fit a training set of input-output pairs.  

An artificial neural network (ANN) is a distributed computing scheme based on 
the structure of the nervous system of humans. The architecture of a neural net-
work is formed by connecting multiple elementary processors, this being an adap-
tive system that has an algorithm to adjust their weights (free parameters) to 
achieve the performance requirements of the problem based on representative 
samples [18].  

 

 
 

Fig. 1. Main structure 

2.1.2   Backpropagation Algorithm 
The learning problem faced by back propagation is to search a large problem 
space defined by all possible weight values for all the units in the network. The 
algorithm is: 

 

backpropagation((~x,~t), η, nin, nout, nhidden) 
(~x,~t) for each instance from training examples, where ~x is the vec-

tor of network input values, and ~t is the vector of target network output 
values. 
η the learning rate. 
nin, nout, nhidden 
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The input from unit i into unit j is denoted xji, and the weight from unit i to unit 

j is denoted wji. 
 
• Create an ANN with nin input, nout output, and nhidden hidden units. 
• Initialize all network weights to small random numbers (e.g. [−0.5, 0.5]). 
• Until the termination conditions is met, Do: 

 For each (~x,~t) in the training examples, Do: 
1. Input the instance ~x to the network and compute the out-

put ou of every unit u inthe network. 
2. For each network output unit k, calculate its error terms σk  

  σk = ok(1 − ok)(tk − ok)         (1) 
3. For each hidden unit k, calculate its error term σh 
     σh = oh(1 − oh)  ∑ k outputs of h (wkh ・ σk)     (2) 

4. Update each network weight wji 
wji = wji +△wji 

     where 
△wji = ησjxji 

 
The error term for hidden unit h is calculated by summing the error terms σk for 
each output unit influenced by unit h, weighting each of the σk’s by wkh, the 
weight from hidden unit h to output unit k. This weight characterizes the degree to 
which hidden unit h is “responsible for” the error in output unit k [23]. See figure 1. 

2.2   Historical Development 

Automated face recognition is a relatively new concept. Developed in the 1960s, 
the first semi-automated system for face recognition required the administrator to 
locate features (such as eyes, ears, nose, and mouth) on the photographs before it 
calculated distances and ratios to a common reference point, which were then 
compared to reference data. In the 1970s, Goldstein, Harmon, and Lesk used 21 
specific subjective markers such as hair color and lip thickness to automate the 
recognition. The problem with both of these early solutions was that the measure-
ments and locations were manually computed. In 1988, Kirby and Sirovich ap-
plied principle component analysis, a standard linear algebra technique, to the face 
recognition problem. 

This was considered somewhat of a milestone as it showed that less than one 
hundred values were required to accurately code a suitably aligned and normalized 
face image. In 1991, Turk and Pentland discovered that while using the eigenfaces 
techniques, the residual error could be used to detect faces in images – a discovery 
that enabled reliable real-time automated face recognition systems. Although the 
approach was somewhat constrained by environmental factors, it nonetheless 
created significant interest in furthering development of automated face recogni-
tion technologies. 

The technology first captured the public’s attention from the media reaction to a 
trial implementation at the January 2001 Super Bowl, which captured surveillance 
images and compared them to a database of digital mugshots. This demonstration 
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Based on the pre-processed database, we obtain the eigenface for each individu-

al (figure 9). 

4.3   Discrete Wavelet Transform (dwt) 

Provides an array of 4 types of coefficients: approximation, horizontal details, 
vertical details and diagonal details. The approximation contains the most impor-
tant information [4] [16]. 

 

 

Fig. 10. L1) Level 1, L2) Level 2, L3) Level 3. 

Based on the pre-processed database, we obtain the approximation of wavelets 
at level 1, level 2 and level 3 for each individual (figure 10). 

5   Modular Neural Network Architecture 

The work was focused on the recognition of persons using a modular neural net-
work [5] [2]. The image is divided into three modules (figure 11), each module 
input contains front, eyes and mouth respectively, which 7 images for training 
were used, for each of the 25 individuals, for a total of 175 images and 3 images to 
testing, for each of the 25 individuals, for a total of 75 images. We used the me-
thod of integration called The winner takes it all. 

The architecture of the modules in the modular neural network was defined 
with the empirical expression of Salinas [19]. 

Based on this expression we can calculate the number of nodes as follows: 

 1st hidden layer (2 * (k + 2)) = 54. 
 2nd hidden layer (k + m) = 32. 
 Output layer (k) = 25. 
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learning algorithms: gradient descent with adaptive learning and momentum  
(GDX) [17] and scaled conjugate gradient (SCG) [15]. All were trained with the 
database and cross validation (figure 12) was performed with 10 images per per-
son, which were 7 for training and 3 for testing. 

6.1   Results Using Only the Pre-processed Database 

The following graphs (figure 13) show the error convergence of each module of 
GDX learning algorithm: 

 

  
a)                                                  b) 

 

 
 c) 
 

Fig. 13. a) Error convergence with GDX for front, b) Error convergence with GDX for 
eyes, c) Error convergence with GDX for mouth.  

 
The following graphs (figure 14) show the error convergence of each module of 

SCG learning algorithm: 
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a)                                                               b) 

 

 
c) 
 

Fig. 14. a) Error convergence with SCG for front b) Error convergence with SCG for eyes 
c) Error convergence with SCG for mouth. 

      
    In table 1 we show the results from tests using only the pre-processed database. 

Table 1. Results of the pre-processed database. 

 

Training Method Neurons 
 

Epoch Error Training 
Duration 

Total 
Identification 

 
1 

1 traingdx 54, 32  
2000 

 
0.00000001 

 
01:07:45 

 
73.3/ 75 

97.7333% 
2 traingdx 54, 32 

3 traingdx 54, 32 

 
2 

1 trainscg 54, 32  
2000 

 
0.00000001 

 
00:47:33 

 
72.3/ 75 
96.4% 

2 trainscg 54, 32 

3 trainscg 54, 32 
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6.2   Results Using the Pre-processed Database with Edges 

In table 2 we show the results from tests using the pre-processed database with 
edges. 

Table 2. Results of the database with edges. 

 

Training Method Neurons 
 

Epoch Error Training 
Duration 

Total 
Identification 

 
1 

1 traingdx 54, 32  
2000 

 
0.00000001 

 
01:16:24 

 
59.8/ 75 

79.7333% 
2 traingdx 54, 32 

3 traingdx 54, 32 

 
2 

1 trainscg 54, 32  
2000 

 
0.00000001 

 
01:30:26 

 
57.8/ 75 

77.0667% 
2 trainscg 54, 32 

3 trainscg 54, 32 

6.3   Results Using the Pre-processed Database with Eigenface 

In table 3 we show the results from tests using the pre-processed database with 
eigenface. 

Table 3. Results of the database with eigenface. 

 

Training Method Neurons 
 

Epoch Error Training 
Duration 

Total 
Identification 

 
1 

1 traingdx 54, 32  
2000 

 
0.00000001 

 
02:02:32 

 
73/ 75 

97.3333% 
2 traingdx 54, 32 

3 traingdx 54, 32 

 
2 

1 trainscg 54, 32  
2000 

 
0.00000001 

 
00:40:12 

 
72.2/ 75 

96.2667% 
2 trainscg 54, 32 

3 trainscg 54, 32 

6.2.1 Results with the Pre-processed Database with Wavelet 
In table 4 we show the results from tests at level 1. 
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Table 4. Results of the database with wavelet level 1. 

 

Training Method Neurons 
 

Epoch Error Training 
Duration 

Total 
Identification 

 
1 

1 traingdx 54, 32  
2000 

 
0.00000001 

 
00:12:19 

 
73.7/ 75 

98.2667% 
2 traingdx 54, 32 

3 traingdx 54, 32 

 
2 

1 trainscg 54, 32  
2000 

 
0.00000001 

 
00:09:37 

 
73.1/ 75 

97.4667% 
2 trainscg 54, 32 

3 trainscg 54, 32 

6.2.2   Results with the Pre-processed Database with Wavelet 
In table 5 we show the results from tests at level 2: 

Table 5. Results of the database with wavelet level 2. 

 

Training Method Neurons 
 

Epoch Error Training 
Duration 

Total 
Identification 

 
1 

1 traingdx 54, 32  
2000 

 
0.00000001 

 
00:13:48 

 
73.7/ 75 

98.2667% 
2 traingdx 54, 32 

3 traingdx 54, 32 

 
2 

1 trainscg 54, 32  
2000 

 
0.00000001 

 
00:04:09 

 
73.3/ 75 

97.7333% 
2 trainscg 54, 32 

3 trainscg 54, 32 

6.2.3   Results with the Pre-processed Database with Wavelet 
In table 6 we show the results from tests at level 3: 

Table 6. Results of the database with wavelet level 3. 

 

Training Method Neurons 
 

Epoch Error Training 
Duration 

Total 
Identification 

 
1 

1 traingdx 54, 32  
2000 

 
0.00000001 

 
00:05:19 

 
72.7/ 75 

96.9333% 
2 traingdx 54, 32 

3 traingdx 54, 32 

 
2 

1 trainscg 54, 32  
2000 

 
0.00000001 

 
00:03:25 

 
72.8/ 75 

97.0667% 
2 trainscg 54, 32 

3 trainscg 54, 32 
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7   Conclusions 

In this paper we presented modular neural network architectures, which have as 
input the database of faces images, with the images divided in three parts for the 
three modules (front, eyes and mouth respectively), and each module has two 
hidden layers. In this work, several methods of computer vision were used to 
make the preprocessing of the original photographs, to obtain only the face and 
then apply the feature extraction.  

The neural network was trained with the pre-processed databases, edges, wave-
let and eigenface, with the integrator the winner takes all. The best identification 
was obtained by using wavelets at level 1 and level 2, with the highest percentage 
of 98.2667%. 

The next stage is to work with images obtained from a web camera online, and 
make a comparison with the tables of results. 
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Abstract. We describe in this paper a new approach for features extraction meth-
ods with Type-1 and Type-2 for Pattern Recognition System based on the pixels 
mean. In this paper we consider pattern recognition with extraction features fuzzy 
logic for ensemble neural networks for the case of fingerprintsn and using re-
sponse integration fuzzy logic method to the test proposed method of fuzzy extrac-
tion method. An ensemble neural network of three modules is used. Each module 
is a local expert on person recognition based on their biometric measure (Pattern 
recognition for fingerprints). The fuzzy extraction features method is based on the 
pixels mean of the fingerprint. 

1   Introduction 

The emerging field of biometry technics technology is used as a measure unique 
physical, biological, obtained by an electronic device to establish the identification 
of a person. In practice the use of fingerprints as a means of identification is an 
indispensable aid to strengthen security measures, Every person has minutiae 
raised ridges of skin on the inside surfaces of their fingers, which display a num-
ber of characteristics known as minutiae, shown in the Fig. 1. 

The minutiae do not change naturally during a person’s life. Through the his-
tory of fingerprinting, no two fingerprints have ever been found to match exactly 
[1]. Fingerprint recognition systems usually include a sensor to take fingerprints 
and software for fingerprint analysis and recognition.  

The most common techniques that are available to determine the unique iden-
tity of the person are fingerprint, voice, face and iris recognition [37]. Of these 
techniques, fingerprint and iris offer a very high level of certainty as to a person’s 
identity, while the others are less accurate. The four primary methods of biometric 
authentication in widespread use today are face, voice, fingerprint, and iris  
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Fig. 1. Fingerprints minutiae. 

recognition. In this paper, we consider pattern recognition with preprocessing 
fuzzy extraction features method and ensemble neural networks for the case of 
fingerprints. 

Fingerprint Recognition. The process of authenticating people based on their 
fingerprints can be divided into three tasks. First, you must collect an image of a 
fingerprint, second, you must determine the key elements of the fingerprint for 
confirmation of identity, and third, the set of identified features must be compared 
with a previously-enrolled set for authentication. The system should be never 
expected to see a complete1:1 match between these two sets of data. In general, 
you could expect to couple any collection device with any algorithm, although in 
practice most vendors offer proprietary, linked solutions. 

A number of fingerprint image collection techniques have been developed. The 
earliest method developed was optical: using a camera-like device to collect a high 
resolution image of a fingerprint. Later developments turned to silicon-based sen-
sors to collect an impression by a number of methods, including surface capaci-
tance, thermal imaging, pseudo-optical on silicon, and electronic field imaging. 

In the experiments performed in this research work, we used the database of the 
Fingerprint Verification Competition FCV2000 [2, 3]. 

The Database features are:  

a) The fingerprints were acquired by using a low-cost optical sensor  
b) The image size is 300x300. 
c) The fingerprints are mainly from 20 to 30 year-old students (about 50% 

male).  
d) Up to four fingers were collected for each volunteer (forefinger and mid-

dle finger of both the hands).  
e) The images were taken from untrained people in two different sessions 

and no efforts were made to assure a minimum acquisition quality.  
f) All the images from the same individual were acquired by interleaving 

the acquisition of the different fingers (e.g., first sample of left forefinger, 
first sample of right forefinger, first sample of left middle, first sample of 
right middle, second sample of the left forefinger...).  
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g) The presence of the fingerprint cores and deltas is not guaranteed since 
no attention was paid on checking the correct finger centering.  

h) The sensor platens were not systematically cleaned (as usually suggested 
by the sensor vendors).  

The acquired fingerprints were manually analyzed to assure that the maxi-
mum rotation is approximately in the range [-15°, 15°] and that each pair of 
impressions of the same finger have a non-null overlapping area. Sample im-
ages from the FCV200 database are shown in Figs. 2 and 3; each row shows 
different impressions: 

 
 
Fig. 2. Images from FCV200 database; all the samples are from different fingers and  all 
the samples are from different fingers and are ordered by quality (top-left: high quality, 
bottom-right: low quality). 

2   Fuzzy Image Enhancement Based Pixels Brightness  

In recent years, many researchers have applied the fuzzy set theory to develop new 
techniques for contrast improvement of the image. Following, some of the ap-
proaches of the fuzzy extraction feature method proposed to improvement the 
contrast of image in this case for fingerprints. Low contrast image has many pixels 
with similar brightness for an image of gray levels from 0 (black) to 255 (white). 
Without a significant change in brightness, low contrast images have an opaque 
appearance, while high-contrast images have a wide range of brightness, with 
many very light pixels and many very dark pixels. To improve the contrast is the 
process of changing an image of low contrast into a high contrast image and this 
can be done by mapping the brightness values of the original image to a new set of 
brightness values in the new image. The light pixels in the input image should be 
lighter in the output image and the dark pixels should be darker and the dark pix-
els in the middle range should stay more or less in the same range 
[10,11,14,15,17,18].  
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1. - Step. Calculate the Pixels Value Mean Image. 
2. - Step. Obtained the fuzzy pixels value with the fuzzy extraction features. 
3.- Step. Generate new gray-values with the following criterion: 
For the pixel (i,j) of the Matrix Original Image 
If  gmn mean <  f(i,j), then gmn(i,j) = f(i,j) 
If gmn mean >= f (i,j), then gmn(i,j) = gmn mean 
Where: 
 gmn is the Original Matrix Image. 
fmn is the Fuzzy pixels value. 
gmn mean is the image mean pixels value. 
The fuzzy rules of the extraction feature are: 
 

1. If (input pixel is dark) then (output pixel is dark).   
2. If (input pixel is gray) then (output pixel is gray).      
3. If (input pixel is bright) then (output pixel is bright). 
 

The rules of the fuzzy inference system define a mathematical function that in-
creases the contrast of the image. The picture brightness varies from 0 (black) to 
255 (white), with a one input variable and one output variable, for the fuzzy infer-
ence, with three gaussian membership functions input and three membership func-
tions for the output, the value input pixel is modified in accordance with the rules 
and membership functions used. In Fig. 3 we show the input gaussian.membership 
functions, with Fuzzy Toolbox MATLAB [26]. 

In Fig. 4 we show the output gaussians membership functions. 

 

Fig. 3. Input Membership Function Fingerprint. 
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Fig. 4. Output Membership Function Fingerprint. 

 

Fig. 5. Surface Solution of Fuzzy extraction features. 
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In Fig. 5 we show the surface solution of the fuzzy inference system, and it can 
be seen an almost linear behavior between the input and output pixels, observing 
that whenever a low contrast pixel (0 = black) remains the output pixel value, just 
as if the input pixel is high contrast (255 = bright) the fuzzy inference system 
responds with a output pixel value of the high contrast. 

In Fig. 6 we show the behavior of the fuzzy extraction inference system using 
as input a fingerprint, showing on the right its histogram and at the bottom the 
output image obtained with the fuzzy extraction system and their respective  
histogram. 

 

 

Fig. 6. Input and Output Fingerprint, and their respective Histogram. 

The similar conditions of the type-1 fuzzy logic, we used for the fuzzy type-2 
extraction features, the fuzzy rules, three input gaussian membership function and 
three outputs gaussian membership function, using the Matlab Toolbox developed 
for our research group [12,13], in Fig. 7 shown the input gaussian membership 
function. 

In Fig. 8 we show the output gaussian membership function type-2. 
In Fig. 9 we show the surface solution of the type-2 fuzzy extraction features, 

we can see that the behavior of input pixels with respect to the output pixels has 
linear behavior ranges pixels, obtaining a control contrast adaptive. 

In Fig. 10 we show the type-2 fuzzy extraction features and their respective  
histogram. 
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Fig. 7. Input Membership Function Fingerprint Type-2. 

 
Fig. 8. Output Membership Function Fingerprint Type-2. 
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Fig. 9. Surface Solution of Type-2 Fuzzy extraction features. 

 
Fig. 10. Input and Output Fingerprint, and their respective Histogram, Fuzzy Type-2. 
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After obtaining the output pixel values from the fingerprint, using the criterion 

of pixels mean of the image to replace the pixel values by the pixel value mean or 
the fuzzy value obtained. When the pixel value is greater than or equal to the pix-
els mean in the image, then the pixel value is replaced by the fuzzy value ob-
tained, and when the pixel value is less than the pixels mean is replaced by the 
pixel mean value of the image. 

 

 

Fig. 11. Input and Output Fingerprint, and their respective Histogram, Type-1 Fuzzy Mean 
Pixels. 

 

 
Fig. 12. Input and Output Fingerprint, and their respective Histogram, Type-2 Fuzzy Mean 
Pixels. 
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In Fig. 11 we show the input fingerprint and showing on the right its histogram 

and at the bottom the output image obtained with the fuzzy extraction system and 
their respective histogram using criterion of the pixels mean value. 

In the Fig.12 we show the Input and Output Fingerprints, and their respective 
Histograms using Type-2 Fuzzy Extraction Mean Value. 

3   Architecture Pattern Recognition with Fuzzy Extraction 
Features 

The process of the pattern recognition system is performed by first training with a 
fingerprints database taken from the laboratory at the Bologna University 
FCV2004 [3], consisting of 10 persons with 8 samples per person, the fingerprint 
training is done with the architecture of  a hybrid pattern recognition system 
[30,31,33] that consists of the preprocessing of the fingerprint image with the 
fuzzy extraction contrast method and  then input to the Ensemble ANN´s architec-
ture that consists of three main modules [16,23,25,27], in which each of them in 
turn consists of a set of neural networks trained with the same data (fingerprints 
image). Different parameters are used for each module of the Ensemble Neural 
Networks, for module 1 the used parameters learning rate =.001, Goal Error=.001, 
for the module 2 learning rate =.0001, Goal Error=.0001, for the module 3 the 
learning rate =.0001, and Goal Error=.00001, using 2 hidden layers, 36 neurons in 
the first layer and 17 neurons in the second layer for each module of the Ensemble 
Neural Network and is shown in Fig. 13. 

 

 
 
Fig. 13. Architecture of the Ensemble Neural Network for Fingerprint Recognition using 
Fuzzy Extraction Features. 

4   Simulation Results Type-1 and Type-2 with Blur Motion 

Once the Ensemble Neural Network is trained, the fuzzy inference system inte-
grates the outputs of the modules [5,6,7,22,29]. We used the same 80 persons 
images to which we had applied different levels of noise with blur motion, both 
the type-1 and type-2 fuzzy inference systems give an output for the stage of the 
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final decision, and show the result if the fingerprint input was recognized. We 
show in the Fig.s 14, 15 and 16 the experimental results using the type-1 fuzzy 
inference system and in the Fig.s 17, 18 and 19 the experimental results using the 
type-2 fuzzy inference system, both fuzzy systems were optimized with the ge-
netic algorithm [24, 27,32,35]. 
 

 
Fig. 14. Experimental results of the fingerprints using the type-1 Fuzzy Inference System 
(blur motion 10 displacement pixels). 

 

 
Fig. 15. Experimental results of the fingerprints using the type-1 Fuzzy Inference System 
(blur motion 30 displacement pixels). 
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Fig. 16. Experimental results of the fingerprints using the type-2 Fuzzy Inference System 
(blur motion 50 displacement pixels). 

 

 
Fig. 17. Experimental results of the fingerprints using the type-2 Fuzzy Inference System 
(blur motion 10 displacement pixels). 
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Fig. 18. Experimental results of the fingerprints using the type-2 Fuzzy Inference System 
(blur motion 30 displacement pixels). 

 

 
Fig. 19. Experimental results of the fingerprints using the type-2 Fuzzy Inference System 
(blur motion 50 displacement pixels). 
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5   Comparison of the Results Type-1 and Type-2 Fuzzy Logic 
Extraction Features 

We performed 30 trials of the fingerprint recognition with an average of 100% rec-
ognition without noise for all methods. For the case in which noise was added to the 
fingerprint input the obtained results are as follows. The Identification Rate with 
blur motion of 10 displacement pixels is 98.75 % for type-1 (not optimized response 
integration) and also the same value for type-1 using optimized Membership func-
tions, 100 % for type-1 GA’s using type-1 Fuzzy Extraction Contrast also type-1 
GA’s using Type-1 Fuzzy Extraction Contrast with Mean Value Criterion. 

For type-2 (not optimized response integration) is 98.75 % and also the same 
values for type-2 using optimized Membership function, 100 % for type-2 GA’s  
 

 
Table 1. Comparison Type-1 Fuzzy Extraction Features. 

 
Identification Rate 

Blur Motion Noise Distance Pixels 
Response Integration 

Method 
Recognition 
Rate 

10 20 30 40 50 
Type-1 (not optimized) 80/80 

100% 
79/80 
98.75% 

77/80 72/80 69/80 66/80 
82.5% 

Type-1 using GA’s 80/80 
100% 

79/80 
98.75% 

78/80 73/80 70/80 68/80 
85% 

Type-1 GA’s using Type-1 
Fuzzy Extraction Contrast  

80/80 
100% 

80/80 
100% 

79/80 76/80 74/80 71/80 
88.75% 

Type-1 GA’s using Type-1 
Fuzzy Extraction Contrast 
with Mean Value Criterion  

80/80 
100% 

80/80 
100% 

79/80 77/80 76/80 72/80 
90% 

 
Table 2. Comparison  Type-2 Fuzzy Extraction Features. 

Identification Rate 
Blur Motion Noise Distance Pixels 

Response Integration 
Method 

Recognition 
Rate 

10 20 30 40 50 
Type-2 (not optimized) 80/80 

100% 
79/80 
98.75% 

78/80 74/80 70/80 68/80 
85% 

Type-2 using GA’s 80/80 
100% 

79/80 
98.75% 

78/80 75/80 72/80 70/80 
87.5% 

Type-2 GA’s using Type-
2 Fuzzy Extraction Con-
trast  

80/80 
100% 

80/80 
100% 

79/80 76/80 74/80 72/80 
90% 

Type-2 GA’s using Type-
2 Fuzzy Extraction Con-
trast with Mean Value 
Criterion 

80/80 
100% 

80/80 
100% 

79/80 77/80 76/80 73/80 
91.25% 
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using type-1 Fuzzy Extraction Contrast also type-1 GA’s using Type-2 Fuzzy 
Extraction Contrast with Mean Value Criterion. 

When The Level Noise increase to 50 displacement pixels the best identifica-
tion rate is obtained with the Type-2 Fuzzy Extraction Contrast with Mean Value 
Criterion 91.25 %, in table 1, and table 2, we show comparison results between 
fuzzy logic type-1 and type-2 with blur motion level noise. 

 

 

Fig. 20. Comparison Type-1 Fuzzy Logic Extraction Features (blur motion level noise 10 to 
50 displacement pixels). 

 
Fig. 21. Comparison Type-2 Fuzzy Logic Extraction Features (blur motion level noise 10 to 
50 displacement pixels). 
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In Fig. 20 we show the comparison of Results with Type-1 Fuzzy Logic Extrac-

tion Features. 
In Fig. 21 we show the comparison of Results with Type-2 Fuzzy Logic Extrac-

tion Features. 
In the Fig. 22 we show the Comparison of Results with Type-1 and Type-2 

Fuzzy Logic Extraction Features. 
 

 
Fig. 22. Comparison between Type-1, and Type-2 Fuzzy Extraction Features (blur motion 
level noise 10 to 50 displacement pixels). 

6   Conclusions 

Based on the experimental results, we can conclude that when we used fuzzy logic 
fuzzy extraction features of each module of the Ensemble Neural Network im-
proved results which had obtained when they do not used preprocessing for each 
module. 

The difference between the type-1 fuzzy and type-2 fuzzy inference systems 
for extraction features of ensemble neural networks is appreciated when we use 
blur motion level noise. We can conclude that the behavior can improve; we think 
that there is an advantage in using a type-2 fuzzy inference system to manage the 
uncertainty of the knowledge base in pattern recognition problems. 

Future work will include, using genetic algorithms to optimize membership 
function and fuzzy rules of type-1 and type-2 fuzzy logic extraction features, the 
convergence criterion genetic algorithm is to obtain the best identification rate of 
the pattern recognition system based on the control of contrast of the images of 
fingerprints 

Testing with other level of noise, using edges like feature extraction, and other 
methods of the image compression, and using parallel processing algorithms with 
the goal of improving the identification rate. 
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Abstract. Swarm Intelligence is the part of Artificial Intelligence based on study 
of actions of individuals in various decentralized systems. The optimization algo-
rithms which are inspired from intelligent behavior of honey bees are among the 
most recently introduced population based techniques. In this paper, a novel hybr-
id algorithm based in Bees Algorithm and Particle Swarm Optimization is applied 
to the Knapsack Problem. The Bee Algorithm is a new population-based search 
algorithm inspired by the natural foraging behavior of honey bees, it performs a 
kind of exploitative neighborhood search combined with random explorative 
search to scan the solution, but the results obtained with this algorithm in the 
Knapsack Problem are not very good. Although the combination of BA and PSO 
is given by BSO, Bee Swarm Optimization, this algorithm uses the velocity vector 
and the collective memories of PSO and the search based on the BA and the re-
sults are much better.  

Keywords: Swarm Optimization, PSO, BA, BSO, Knapsack Problem. 

1   Introduction 

Evolutionary and meta-heuristic algorithms have been extensively used as search 
and optimization tools during this decade in several domains from science and en-
gineering to the video game industry, and others. 

Many demanding applications that involve the solution of optimization prob-
lems of high complexity, a lot of these belonging to a special class of problems 
called NP-hard have been solved by various methods [8]. Metaheuristic algo-
rithms are now considered among the best tools must to find good solutions with a 
reasonable investment of resources.  

As described by Eberhart and Kennedy [4] Particle Swarm Optimization or 
PSO algorithm is part of the Swarm Intelligence and is a metaheuristics that use 
the social-psychological metaphor; a population of individuals, referred to as par-
ticles, adapts by returning stochastically toward previously successful regions.  
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The PSO simulate a society where each individual contributes with his knowledge 
to the society. These metaheuristics have proved their ability to deal with very 
complicated optimization and search problems. 

The behavior of a single ant, bee, termite or wasp often is too simple, but their 
collective and social behavior is of paramount significance. The collective and so-
cial behavior of living creatures motivated researchers to undertake the study of 
today what is known as Swarm Intelligence [5]. Two  fundamental  concepts,  
self-organization  and  division  of  labor,  are  necessary  and sufficient  properties  
to  obtain  swarm  intelligent  behavior. 

The Bee Algorithm or BA [9] is also part of the Swarm Intelligence and this 
mimics the honey bees and who this search their food foraging. This algorithm is 
based on a random search on the neighborhood for combinatorial and functional 
optimization. 

The Knapsack Problem is a classical combinatorial problem [3][14] can be de-
scribed as follows: “Imagine taking a trip to which you can only carry a backpack 
that, logically, has a limited capacity. Given a set of items, each with a weight and 
a value, determine the number of each item to include in a bag so that the total 
weight is less than a given limit and the total value is as large as possible”, this 
problem can be considerate as NP-easy problem but some studies show that the 
Knapsack Problem is an NP-Hard problem [2]. 

Actually the Knapsack Problem can be modeled by different ways [15] for ex-
ample multi-dimensional and multiple Knapsack problem [1][13][16], quadratic 
Knapsack problem [6][12]. 

In the present paper we introduce the Bee Swarm Optimization or BSO. This al-
gorithm is a hybrid metaheuristic between the PSO and the BA. The BSO use the 
better characteristics from both algorithms, the Social Metaphor from the PSO and 
the random search in the neighborhood from the BA, and give us a better result. 
The experiments were made on seven types of instances from uncorrelated, to 
strongly correlated. All these instances probe the algorithm varying the parameters 
of the profits and the weight. The algorithm was probed with an initial population 
of random solutions that meet the next conditions: reproducibility, without repeti-
tion inside a determinate length chain, statistically independent, fast generation 
process, and a minimal space inside memory. This pseudorandom number genera-
tor helps the algorithm to work better. Another important characteristic is the Con-
fidence Interval of the results. 

2   Knapsack Problem 

The Knapsack problem [14] is the typical combinatorial problem that has been 
studied along many years and was proved that it is a NP-Hard problem [11]. The 
basic problem is the 0-1 Knapsack Problem or Binary Knapsack Problem and it 
have a search space of  possible solutions. 

The Knapsack Problem can be described as follows: there are  objects, each of 
this objects have a profit and weight, and needs to select those whose sum of their 
benefits is maximized subject to the sum of the weight of the same objects should 
not exceed an amount  determined. It can be formulated mathematically by  
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numbering each of its objects or items from  to  and introducing it to a vector of 
binary variables , where each variable represented here will 
take the value 1 or 0 depending on whether it is selected or not.   

The solution to the Knapsack Problem is select a subset of objects from the bi-
nary vector , solution vector, that satisfies the constraint on the equation 2 and 
the same time maximize the objective function on the equation 1. 

 

(1) 

                                (2) 

 
where: 

•  represents the j-th object. 
•  indicates whether the j object is part of the solution. 

•  is the j-th object profit. 

•  is the j-th object weight. 

•  is the volume or capacity of the knapsack. 

2.1   Types of Knapsack Problem Instances 

The Knapsack Problem is affected by the relationship between the profit and the 
weight of the objects; these types of instances are the following: 

 

• Uncorrelated: the profits and Weight are distributed uniformly between 
one and a maximum V number. 

 
(3) 

• Weakly correlated: the Weight is distributed uniformly between one and 
a maximum V number and the profits are distributed uniformly around 
the weight and an R ratio. 

 
(4) 

• Strongly correlated: the Weight is uniformly distributed between one 
and a maximum V number; the profits are the Weight plus one K  
constant. 

 
(5) 
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• Inverse strongly correlated: the profits are distributed uniformly be-
tween one and a maximum V number and the Weight is the profits 
plus one K constant. 

 (6) 

• Almost strongly correlated: the Weight is distributed uniformly be-
tween one and a maximum V number and the profits are the Weight 
plus one random number between one and a maximum S number. 

 (7) 

• Subset-sum: the profits and Weight have the same value and are distri-
buted uniformly between one and a maximum V number. 

 (8) 

• Uncorrelated similar Weight: the profits are distributed uniformly be-
tween one and a maximum V1 number and the Weight is distributed 
uniformly between one and a maximum V2 number plus a K constant. 

+K (9) 

3   Bee Algorithm (BA) 

The Bees Algorithm [9] or BA is a bio-inspired metaheuristic behavior of honey 
bees and how they searching for plant to obtain the necessary pollen for honey 
production.  

A colony of bees search in a large territory looking for new sources of food and 
begins to thrive on discovering new food sources. When these sources have much 
pollen are visited by large numbers of bees and when the pollen decreases the 
number of bees collected from these sources decreases too.  

When season for recollecting pollen start, the colony sent so many bees, which 
are called scouts bees to reconnoiter randomly the territory to inform at the colony 
where are the best food sources. Once the harvesting season starts the colony 
maintains a certain percentage of their scout bees in order to detect new and better 
sources of food. When scout bees have returned to the colony and found a better 
food source than the currently is using the colony, makes the Dance by means of 
which transmits the exact position of the source food and then the colony began to 
send more bees to the food source. 

The Algorithm of the BA applied to the Knapsack Problem implemented in the 
present paper is the following. 
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Require:  population size,  neighborhood 
Initialize population with random solutions. 
Evaluate fitness of the population. 
While stopping criterion not met do 

   select the  sites for neighborhood search 
   recruit bees for n selected sites and evaluate 
their        fitness 
   select the fittest bee from each site 
   assign remaining bees to search randomly and eva-
luate their fitness 
end while 

4   Particle Swarm Optimization (PSO) 

The Particle Swarm Optimization [4][7] or PSO is a Bio-inspired metaheuristic in 
flocks of birds or schools of fish. It was developed by J. Kennedy and R. Eberthart 
based on a concept called social metaphor, this metaheuristics simulates a society 
where all individuals contribute their knowledge to obtain a better solution, there 
are three factors that influence for change in status or behavior of an individual: 

• The Knowledge of the environment or adaptation which speaks of the 
importance given to the experience of the individual. 

• His Experience or local memory is the importance given to the best result 
found by the individual. 

• The Experience of their neighbors or Global memory referred to how im-
portant it is the best result I have obtained their neighbors or other in-
dividuals. 

In this metaheuristic each individual is called particle and moves through a multi-
dimensional space that represents the social space or search space depends on the 
dimension of space which depends on the variables used to represent the problem.  

For the update of each particle using something called velocity vector which 
tells them how fast it will move the particle in each of the dimensions, the method 
for updating the speed of PSO is given by equation (10), and it is updating by the 
equation (11). 

 (10) 

(11) 

where: 
•   is the velocity of the i-th particle 
•  is adjustment factor to the environment. 
•  is the memory coefficient in the neighborhood. 
•  is the coefficient memory. 
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•  is the position of the i-th particle. 
•  is the best position found so far by all particles. 
•  is the best position found by the i-th particle 

 
The Algorithm of the PSO applied to the Knapsack Problem implemented in the 
present paper is the following. 

Require:  adaptation to environment coefficient,  

local memory coefficient,  neighborhood memory 

coefficient,  swarm size 
Start the swarm particles. 
Start the velocity vector for each particle in the 
swarm. 
While stopping criterion not met do 

   for  to  do  
      if the i-particle's fitness is better than the 
local best then replace the local best with the i-
particle 
      if the i-particle's fitness is better than the 
global best then replace the global best with the i-
particle. 
     Update the velocity vector 
     Update the particle's position with the velocity 
vector 
   end for 
end while 

5   Bee Swarm Optimization (BSO) 

The Bee Swarm Optimization or BSO is a hybrid metaheuristic population be-
tween the PSO and the BA. The main idea of BSO is based on taking the best of 
each metaheuristics to obtain better results than they would obtain.  

The BSO use the velocity vector and the way to updating it, equation (10), and 
applies the social metaphor to get better results from the PSO and use the explora-
tion and a search radius from the BA to indicate which is where they look for a 
better result.  

The first thing that the BSO do is update the position of the particles through 
the velocity vector and then select a specified number of particles, in this case it is 
proposed to select the best as being the new food supply that the scout bees dis-
covered, and conducted a search of the area enclosed by the radius search and if 
there are a better solution in this area than the same particle around which are 
looking for then the particle is replaced with the position of the best solution found 
in the area.  

For this metaheuristic to work properly you need a way to determine what the 
next and earlier particle position, if we cannot determine this then it is impossible 
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to apply this metaheuristic because you would not know what the next and pre-
vious particle to search in that area. 

We defined the next and before elements like binary operations, adding and 
subtracting one number to the solution vector. For example if we have a Knapsack 
Problem with 5 elements the solution vector will have 5 spaces and in each space 
can be 0 or 1, we can see the example of the next and before solution vector in the 
Figure 1. 

 

 

Fig. 1. Example of the previous and next solution vector 

The algorithm of the BSO applied to the Knapsack Problem implemented in the 
present paper is the following. 

Require:  adaptation to environment coefficient,  

local memory coefficient,  neighborhood memory 

coefficient,  swarm size,  scout bees,  search  
radio 
Start the swarm particles. 
Start the velocity vector for each. 
While stopping criterion not met do 

   for  to  do  
      if the i-particle's fitness is better than the 
local best then replace the local best with the i-
particle 
      if the i-particle's fitness is better than the 
global best then replace the global best with the i-
particle. 
     Update the velocity vector 
     Update the particle's position with the velocity 
vector 

     Choose the best  particles 

     for all best    particle 
       Search if there are some better particle in 
the search radio and if exist it replace the particle 
with the best particle in the search radio 
     end for all 
   end for 
end while 
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6   Experiments 

To Test the BSO, the Generator of Knapsack Test Instances [10] from the Dr. Da-
vid Pisinger was used; it requires the number of elements and the coefficients 
range. Were generate the seven types of test instances described, and was use the 
same parameters for each metaheuristic to find which of this are better for the 
Knapsack Problem. Each  metaheuristic was run 100 times for obtaining their av-
erage and standard deviation, and was use that data for calculating the Confidence 
Interval at the 97% of confidence.  

We determinate the size of the Knapsack obtaining the average size of the in-
stance and considerate it average like the size of the elements and multiply it by 
20 for considerate  20 elements. 

Table 1. Parameters used in the Generator of Knapsack Test Instances. 

Parameters Values 
Elements 50 
Coefficients Range [0,100] 

Table 2. Parameters used in the BA. 

Parameters Values 
Elements 50 
Iterations 100 
Elements for Neighborhood 10 
Search Radio 3 

Table 3. Parameters used in the PSO. 

Parameters Values 
Elements 50 
Iterations 100 

 1 

 0.5 

 0.8 

Table 4. Parameters used in the PSO. 

Parameters Values 
Elements 50 
Iterations 100 
Elements for Neighborhood 10 
Search Radio 3 

 1 

 0.5 

 0.8 
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7   Results 

We show the results obtained by testing each Type Instances, the Average Com-
fort and Average Size, the Best Comfort and Best Size and their Standard Devia-
tion for each metaheuristic and their Confidence Interval. We also show the  
metaheuristic’s behavior through their graphic. 

7.1   Uncorrelated Knapsack Problem 

To test the Uncorrelated instance the Knapsack size was defined a 2000.  We can 
see the results of each metaheuristic are in the Table 5 and their behavior in the 
Figure 2. As can be seen the BA gives the worst Average and Best Comfort, on 
the other hand,  the PSO and the BSO give the same Best Comfort but with a 
smaller Standard Deviation in the case of the BSO which gives us a smaller Con-
fidence Interval. 

Table 5. Results obtained from the Uncorrelated Knapsack Problem. 

Metaheuristic 
Average 
Comfort 

Average 
Size 

Best 
Comfort

Best 
Size 

 Comfort 
Confidence 

Interval 
BA 1940.17 1902.93 2172 1933 88.46 [1913.02, 1967.32] 
PSO 2374.04 1996.14 2375 2000 1.87 [2373.47, 2374.61] 
BSO 2374.33 1995.34 2375 2000 1.78 [2373.78, 2374.88] 

 

 

Fig. 2. Graphic behaviors of metaheuristics applied to the Uncorrelated Knapsack Problem, 
the dots represent the BA, the squares the PSO and the triangles the BSO. 
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7.2   Weakly Correlated 

To test the Weakly Correlated instance, the Knapsack size was defined at 1800. 
We can see the results of each metaheuristic in the Table 6 and their behavior in 
the Figure 3. As we can see  the BA gives the worst Average and Best Comfort,  
on the other hand, the PSO and the BSO give the same Best Comfort but with  a 
smaller Standard Deviation in the case of the BSO which gives us a smaller Con-
fidence Interval. 

Table 6. Results obtained from the Weakly Correlated Knapsack Problem. 

Metaheuristic 
Average 
Comfort 

Average 
Size 

Best 
Comfort

Best 
Size 

 Comfort 
Confidence 

Interval 
BA 1778.79 1756.72 1833 1799 36.59 [1767.56, 1790.02] 
PSO 1907.76 1798.5 1917 1799 5.1 [1906.19, 1909.33] 
BSO 1911.68 1798.23 1917 1799 3.16 [1910.71, 1912.65] 

 

 

Fig. 3. Graphic behaviors of metaheuristics applied to the Weakly Correlated Knapsack 
Problem, the dots represent the BA, the squares the PSO and the triangles the BSO. 

7.3   Strongly Correlated 

To test the Strongly Correlated instance, the Knapsack size was defined at 2000. 
We can see the results of each metaheuristic in the Table 7 and their behavior on 
the Figure 4. As seen the BA gives the worst Average and Best Comfort, by other 
hand, the PSO gives a high Average and Best Comfort that the BSO, this give us a 
smaller Confidence Interval for the BSO. 
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Table 7. Results obtained from the Strongly Correlated Knapsack Problem 

Metaheuristic 
Average 
Comfort 

Average 
Size 

Best 
Comfort

Best 
Size 

 Comfort 
Confidence 

Interval 
BA 2323.58 1944.78 2400 2000 63.26 [2304.17, 2342.99] 
PSO 2429.29 1999.59 2430 2000 2.02 [2428.67, 2429.91] 
BSO 2430.08 1999.98 2439 1999 0.91 [2429.8, 2430.36] 

 

 

Fig. 4. Graphic behaviors of metaheuristics applied to the Strongly Correlated Knapsack 
Problem, the dots represent the BA, the squares the PSO and the triangles the BSO. 

7.4   Inverse Strongly Correlated 

To test the Inverse Strongly Correlated instance was define the Knapsack size at 
2000. We can see the results of each metaheuristic in the Table 8 and their beha-
vior in the Figure 5. As seen the BA gives the worst Average and Best Comfort, 
by other hand, the PSO gives a high Average and Best Comfort that the BSO, this 
gives us a smaller Confidence Interval for the BSO. 

7.5   Almost Strongly Correlated 

To test the Almost Strongly Correlated instance was define the Knapsack size at 
2000. We can see the results of each metaheuristic in the Table 9 and their beha-
vior in the Figure 6. As seen the BA gives the worst Average and Best Comfort, 
by other hand, the PSO and the BSO give the same Best Comfort but the Standard 
Deviation is smallest in the case of the BSO and it gives us a smaller Confidence 
Interval. 
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Table 8. Results obtained from the Inverse Strongly Correlated Knapsack Problem 

Metaheuristic 
Average 
Comfort 

Average 
Size 

Best 
Comfort

Best 
Size 

 Comfort 
Confidence 

Interval 
BA 1622.61 1947.01 1688 1998 43.45 [1609.28, 1635.94] 
PSO 1739.92 1997.72 1750 2000 5.38 [1738.27, 1741.57] 
BSO 1747.08 1998.98 1750 2000 3.81 [1745.91, 1748.25] 

 

 

Fig. 5. Graphic behaviors of metaheuristics applied to the Inverse Strongly Correlated 
Knapsack Problem, the dots represent the BA, the squares the PSO and the triangles the 
BSO. 

Table 9. Results obtained from the Almost Strongly Correlated Knapsack Problem 

Metaheuristic 
Average 
Comfort 

Average 
Size 

Best 
Comfort

Best 
Size 

 Comfort 
Confidence 

Interval 
BA 2305.62 1955.82 2389 1993 54.21 [2288.98,2322.26] 
PSO 2400.27 1998.88 2407 2000 5.11 [2398.7, 2401.84] 
BSO 2406.85 1999.85 2407 2000 0.72 [2406.63, 2407.07] 

7.6   Subset-sum 

To test the Subset-num instance was define the Knapsack size at 1500. We can see 
the results of each metaheuristic in the Table 10 and their behavior on the Figure 
7. As seen the BA gives the worst Average and Best Comfort, on the other hand, 
the PSO and the BSO give the same results in the entire test. 
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Fig. 6. Graphic behaviors of metaheuristics applied to the Almost Strongly Correlated 
Knapsack Problem, the dots represent the BA, the squares the PSO and the triangles the 
BSO. 

Table 10. Results obtained from the Subset-sum Knapsack Problem  

Metaheuristic 
Average 
Comfort 

Average 
Size 

Best 
Comfort

Best 
Size 

 Comfort Confidence 
Interval 

BA 1462.35 1462.35 1500 1500 32.44 [1452.39, 1472.31] 
PSO 1500 1500 1500 1500 0 [1500, 1500] 
BSO 1500 1500 1500 1500 0 [1500, 1500] 

 

 

Fig. 7. Graphic behaviors of metaheuristics applied to the Subset-sum Knapsack Problem, 
the dots represent the BA, the squares the PSO and the triangles the BSO. 
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7.7   Uncorrelated Similar Weight 

To test the Uncorrelated Similar Weight instance was define the Knapsack size at 
200000. We can see the results of each metaheuristic in the Table 11 and their be-
havior in the Figure 8. As seen the BA gives the worst Average and Best Comfort, 
by other way the PSO and the BSO give the same Best Comfort but the Standard 
Deviation is smallest in the case of the BSO and it give us an smaller Confidence 
Interval. 

Table 11. Results obtained from the Uncorrelated Similar Weight Knapsack Problem  

Metaheuristic
Average 
Comfort 

Average 
Size 

Best 
Comfort

Best 
Size 

 Comfort
Confidence 

Interval 
BA 1044.72 181807.73 1211 190125 63.17 [1025.33, 1064.11] 
PSO 1499.48 190109.69 1500 190110 1.66 [1498.97, 1499.99] 
BSO 1499.86 190109.58 1500 190110 1.03 [1499.55, 1500.17] 

 

 

Fig. 8. Graphic behaviors of metaheuristics applied to the Uncorrelated Similar Weight 
Knapsack Problem, the dots represent the BA, the squares the PSO and the triangles the 
BSO. 

8   Conclusions 

There are many metaheuristics to solve the Knapsack Problem; in this work we in-
troduce the Bee Swarm Optimization which is a hybrid metaheuristic between the 
Bee Algorithm and the Particle Swarm Optimization. The experiments were de-
signed with the same parameters for the three metaheuristics to give them the 
same characteristics in order to be equal between them, and the initial population 
was generated by a pseudorandom number generator, with this generator the algo-
rithm presented a better performance. After applying the BSO to the different tests 
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we can see that these metaheuristics give a small Confidence Interval and in most 
cases its Confidence Interval is better that the PSO’s and BA’s. In the worst case 
the Confidence Interval is the same that the PSO’s. In the Uncorrelated instances, 
Subset-sum and Uncorrelated similar weight, the results were similar between 
PSO and BSO, and in the Weakly correlated instances and Strongly correlated the 
results were better for BSO than for PSO. Finally in the Inverse Strongly corre-
lated and Almost Strongly Correlated the results were much better for BSO than 
for PSO. We can see in all the graphics the metaheuristic behavior, and we can 
observe that the BA is the worst metaheuristic because it always yields a highly 
variable result, because of this it’s Standard Deviation is so high. The PSO yields 
more consistent results, it’s graphs show that this metaheuristic in the most of the 
cases gives good results. We can say that the BSO is an effective metaheuristic to 
solve the Knapsack Problem because each time that it’s runned, it gives a good so-
lution, and this solution is better that the solutions obtained by the  other metaheu-
ristics. Overall the results present a low Standard Deviation and thus a short  
Confidence Interval. 
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Abstract. Using a model-based optimization, a neural network model is used to 
compute the optimal values of gas injection rate and oil rate of a gas lift production 
system. Two cases are analyzed: a) A single well production system and b) A pro-
duction system composed by two gas lifted wells. For both cases minimizing the 
objective function of the proposed strategy shows the ability of the neural networks 
to approximate the behavior of an oil production system and to solve optimization 
problems when a mathematical model is not available.  The results obtained via our 
approach based on neural networks for gas lift optimization are best than other  
approaches based on linear programming and non linear  programing. 

1   Introduction 

The daily operation of an oil and gas production system, have many decisions (an 
element of a solution) to be taken affecting the volumes produced and the cost of 
production. These decisions are taken at different levels in the organization, but 
eventually they will reach the physical production system [1]. Fig. 1 gives an over-
view of a physical illustrates a gas lift production system. For in such oil production 
systems, the decisions are related to find the lift gas rate for each well giving the 
maximum total oil production rate at very instance of time every time instant. 

An objective function is a single-valued and well-defined mathematical func-
tion mapping the values of the decision variables into a performance measure. Ex-
amples of such performance measures are the total oil production rate, net present 
value (profit), or the recovery of the reservoir. In the effort toward better perform-
ance of the production system, a question to be answered is which decisions are 
better to maximize or minimize the objective function. In the process of making 
good decisions, information about the production system is used. This information 
may include the physical properties such as pipe diameters and lengths, or it may 
include measurements from the production system. 
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To support making good decisions, well models may be used to develop the 

production plans. Typically, well test are performed to determine the gas to oil ra-
tio, water cut, and production rates of each individual well. Well test are per-
formed by routing a well to a dedicated separator. This separator will separate 
three phases, and a rate transmitter is connected to the outlet for each phase. The 
well model is update using the measurements taken during a test. Fluid sampling 
may be used to obtain the fluid composition including the water cut. 

 

  
OpenOpen ChokeChoke; ; 

InjectionInjection GasGas
OpenOpen ChokeChoke; ; 

InjectionInjection GasGas

 

Fig. 1. Gas lift production system of a single well. 

The objective of gas lift is to increase oil production or allow nonrateing wells 
to rate by reducing the hydrostatic head of the fluid column in the well [2]. By in-
jecting gas into the tubing, the density of the wellbore fluid decrease; thus, the 
pressure-drop component resulting from gravity is reduced. However, the gas lift 
also gives a larger pressure-drop component resulting from friction, giving some 
optimal gas lift rate for the well. Usually, the available lift-gas for a group of wells 
is less than the sum of the individual optimum lift-gas rates for each well. The gas-
lift optimization problem is to find the lift gas rates for each well giving the max-
imum total oil production rate subject to a gas lift processing capacity constraint 
and possibly other operational and processing constraints. 

The objective function and the constraints define the optimization problem, or 
mathematical program. A solver is used to find an optimal solution, and the solver 
should be chosen using information about the problem structure. Many local 
solvers use local information about the neighborhood of a current solution to find 
a step that improves the objective function and, preferably, maintains the feasibil-
ity of the current solution. Examples of the local information are the derivative of 
the objective function and the constraints with respect to the decision variables 
evaluated at the current solution. Examples of solvers using derivative information 
are the Active Set Quadratic Programming, Sequential Quadratic Programming 
(SQP), and Sequential Linear Programming (SLP) methods [3]. The algorithms 
such as SQP and SLP would require an infinite number of iterations to find a local 
optimum; however, a termination criterion is used to terminate in finite time. 

By another hand, the well models are used to generate the gas lift performance 
curves for each well. A gas lift performance curve relates the lift-gas rate injected 
into the well to the oil production rate from the well, and it may typically be used 
for finding the optimal gas lift rates for the wells [4]. 
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The performance curves are used in the equal slope method proposed in [5]. 

The equal slope method established a way of finding optimum lift-gas rates. The 
name exists because of the characteristic of the optimum solutions where the  
effects of an infinitesimal increase of the lift-gas rate would be the same for  
all wells. 

The Linear programming (LP) it is a mathematical procedure to determine the 
optimal allocation of limited resources. The LP is a procedure that finds its practi-
cal application in almost all the facets of the businesses, from the publicity to the 
planning of the production. Problems of transport, distribution, and global plan-
ning of the production are the most common objects of the LP analysis. The oil 
industry seems to be the most frequent user of the LP. A manager of data process-
ing of an important oil company recently computed that from 5% to 10% of the 
time of computer science processing of the company she is destined to the proc-
essing of models of LP and similar [6]. 

Sequential Quadratic programming (SQP) is a method to solve an optimization 
problem with quadratic programming. A problem of quadratic programming is a 
special case of nonlinear programming, where the objective function is quadratic 
and the restrictions are linear [7]. 

In this paper, a model-based optimization via neural networks is developed and 
it is used to compute the optimal values of gas injection rate and oil rate of a gas 
lift production system. Two cases were analyzed: a) A single well production sys-
tem and b) A production system composed by two gas lifted wells. For both cases 
minimizing the objective function the proposed strategy shows the ability of the 
neural networks to approximate the behavior of an oil production system and to 
solve optimization problems when a mathematical model is not available. 

2   Strategy of Optimization Based on a Neural Network 

In order to solve the gas-lift optimization problem, an optimization procedure 
based on a neural network was developed. The strategy selected is illustrated in 
Fig. 2. The two components are the neural network used to approximate the gas 
lift performance curve and the objective function to satisfy a performance index. 
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Fig. 2. Strategy of optimization based on a neural network. 
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The expression to define the neural network used in our strategy is given by 

][)( ϕgkQest = , (1) 

Where Qest(k) are estimates rates; and ϕ = [Qo(k-1), Qiny(k-1)] are input vectors 
with      k= 1, 2, ..., N pairs of data. 

A Multi-Layer Perceptron (MLP) for the function g is selected. This type of 

neural network has flexibility and excellent properties to approximate functions. 
The use of this kind of networks to approximate functions and carry out identifica-
tion process goes back to more than one decade [8].  

The following equation is used to determine the structure of a MLP with a sin-
gle hidden or intermediate layer, a neuron in the output layer with function of lin-
ear activation and M hidden neurons is used 

)(),...,(
1 1

1 ∑ ∑
= =

−=
M

i

p

j
ijijiP xwgxxF θα , (2) 

Most of authors and researchers on neural networks have concluded that the 
neuronal networks of two layers using hyperbolic tangent activation function or 
sigmoid activation function in the intermediate layer are universal approximations 
[9], [10], [11], [12] and [13]. 

The neural networks multilayer can be designed and trained with the aids of the 
Neural Networks Toolbox for use with Matlab1. The training of the multilayer 
neural networks was performed with aid of Matlab. The training data are  
collected from a gas lift performance curve obtained from PROSPER2 [14]. In  
this case: 

)]1(),1([)( −−= kQkQgkQ inyoest
, (3) 

where 

Qo(k) ∈ℜ is the oil production rate (STB/day). 
Qiny(k) ∈ℜ is the lift-gas rate injected into the well (MMscf/day). 
Qest(k) ∈ℜ is the estimated produced oil rate (STB/day). 
 

In this application, the approximation procedure is done using a neural network 
multilayer perceptron with three layers. The hidden layer has neurons using sig-
moid activation function and the output layer has a unique neuron with linear acti-
vation function. Different MLPs are trained by means of Levenberg-Marquardt 
Algorithm, which uses the criterion of middle square error to update the neural 
network weights. The corresponding MLP is displayed in Fig. 3. 

The expression to define the objective function used in our strategy of optimiza-
tion is given by: 

 

                                                           
1 Matlab is a registered trademark from Mathworks Inc. 
2 PROSPER is a registered trademark from Petroleum Experts. 
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22 )()]()([)( kkestkk ukrefkQuJ Δ+−= βα , (4) 

where: 
)(kQest
: Neural network approximation of the produced oil rate (STB/day). 

)(kref : Reference of produced oil rate (STB/day). 

ku : Update injection rate (MMscf/day). 

1−−=Δ
kkk

uuu  

kα : Weight of the quadratic error of the produced oil rate. 

kβ : Weight of the control effort. 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Neural network MLP. 

 
In order to minimize the objective function, the optimal gas rate for injection is 

computed varying the gas rate according to (5) in within the interval given in (6) 
and evaluating each value into the objective function in such a way that by com-
parison between an evaluation and another one the value of gas rate is located to 
minimize (4) [15]. The variable gas rate will be denoted as urab. 

The number of variations that will suffer urab in order to cover the interval given 
in (6) with increases with size Δ it will be nit = (umax /0.01)+1, remembering that 
the considered precision which it has the instrument is of 1% after the point deci-
mal. Fig. 4, display the corresponding flow chart for the optimization procedure.  

In the flow chart, the following variables and constants are used: 

umax: Maximum optimal gas rate of injection (MMscf/day). 
nit:  Number of variations of injection rate. 
un :  Initial gas injection rate (MMscf/day). 
min: Minimum value of the used objective function in the optimization     
procedure.   
J(urab): Value that acquires the objective function when an iteration is carried 
out. 
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iter: Counter of iterations in the optimization routine. 
uopt: Register to store to the present value of the rate optimal gas of injection   
(MMscf/day). 
Poptim: Register to store the present value of rate of oil corresponding to the         
optimal gas rate of injection. 
Q: Produced oil rate evaluated at time optu  in the considered model 

(STB/day). 
 

max ,  ,  

       
nu u nit

α β

min:10000000

delta=umax/(nit-1)

for iter=1:nit-1

urab=delta*iter

Qest(k)=g[Q0(k),Qiny(k)]

ref(k)=[Q0(k)]

2 2( ) ( )k rab nB u u uΔ = −

2 2( ) [ ( ) ( )] ( )k k est k kJ u Q k ref k uα β= − + Δ

J(uk)<min
not

uopt=urab

yes

min=J(uk)

Poptim=Qest(k)

uopt

Q=(Qest(k),uopt)

End
 

Fig. 4. Flow chart corresponding to the optimization procedure. 

To solve the numerical optimization problem, the following main considera-
tions are taken into account: 

• Due to the precision of a measuring instrument used in this application, 
here is considered a percentage unit of nominal gas rate for injection. 
The gas passage of injection used in the optimization to determine the 
optimal gas rate of injection will be given by: 
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01.0%1)( ==Δ kQiny
, (5) 

• The rate of gas injection will be a value in the following interval 
(MMscf/day): 

0.0 ( )iny maxQ k u≤ ≤ , (6) 

• There is not mathematical model of the process; however, experimen-
tal data can be obtained from a well simulator.  

• A neural network model of the process is available, which can be used 
to approximate its behavior and to construct the objective function. 

• Likewise, it is important to define the number of variations of the rate 
gas for injection (nit). This number is obtained as 

1maxu
nit = +

Δ
 (7) 

where: 
umax: maximum limit of gas injection 
Δ : 0.01 

Starting off of the experimental data of the production curve we can define a 
vectorial function in the time,φ(k), whose elements are the values of gas reference 
of injection and oil produced at the moment k. 

Taking into account the previous considerations, we can formulate the follow-
ing optimization problem: 

min

( )
( ( ))
v k

J v k  (8) 

( ( )) || ( ) ( ) ||estJ v k k kφ φ= −  (9) 

where: 

ℜ∈= T
inyo kQkQkv )](),([)( . 

Now, we can write the equation (9) as follows: 

{ }22 )]1()([)]()([))(( −−+−= kQkQkQkQkvJ inyinykestok βα  (10) 

3   Results and Discussions 

In this paper two cases are considered; in the first one, a neural network model ap-
proximates the produced oil rate for a single well and then the second one a neural 
network model approximates the produced oil rate for a production system of hy-
drocarbons constituted by two wells. The obtained results for each case are pre-
sented as follows. 
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3.1   First Case: Produced Oil Rate by a Single Well 

The corresponding oil production system is illustrated in Fig. 1 and the following 
conditions are taken into account. Input vector )(kϕ is generated considering a 
pressure in the head of the well equal to 12 kg/cm2, and parameters like the static 
pressure in the reservoir, lengths and diameters of the tubing and lines, chokes and 
others pipe components are also considered. 

In Fig. 5a are shown the training data which are collected by using PROSPER, 
600 pairs from samples experimental gas injection data and produced oil data are 
used and taken in a produced gas interval of 0.0 ≤ Qiny  ≤ 6.0 MMscf/day. 

In this case, neural network is trained to approximate the produced oil rate for 
a single well. The best trained neural network is described in Table 1.ïIn Figure 
5b are shown the values for the validation of the model selected from the trained 
neural network for the data. The oil produced rate has units STB/day (Standard 
Barrels per day). In Fig. 6 are shown the obtained results using neural network as 
described in Table 1. The approximation achieved via neural network is com-
pared with produced oil rate data from a single well. Fig. 7 displays this  
approximation. 

Table 1. Neural network architecture and obtained errors, case 1. 

Intermedia layer Output layer
30 1 0.0119 0.0004

Number of neurons
error error (%)

 

3.2   Second Case: Produced Oil Rate by a Production System Based on Two 
Wells 

In Fig. 8 is shown an oil production system of two wells. Input vector )(kϕ is gen-
erated setting a pressure in the head of each well of 12 and 14 kg/cm2, respec-
tively. 

In Fig. 9a are shown the training data, which consider 600 pairs from samples 
injection gas experimental data and produced oil data are used and taken in a pro-
duced gas interval of 0.0 ≤ Qiny  ≤ 12.0 MMscf/day. In this case, neural network is 
trained to approximate the produced oil rate for a production system of two wells. 

As described in previous case, after the training and validation, a neural net-
work is selected considering its performance and complexity.  The best trained 
neural network is described in Table 2. In Fig. 9b are shown the values for the 
validation the model selected from the trained neural network for the data of oil 
produced rate. In Fig. 10 is shown the obtained results using neural network as  
described in Table 2. 
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(5a) 

 
(5b) 

 
Fig. 5. Experimental data (a) gas injection rate (b) oil production rate. 
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(6a) 

 
 

 
(6b)  

Fig. 6. Result for case 1, (a) error, (b) percentage of error. 
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Fig. 7. Comparison between the approximations achieved using the neural network model 
(solid line) and the experimental data (round marks) from a single well system. 

 SeparatorSeparator (Gas(Gas--Oil)Oil)

OpenOpen ChokeChoke; ; 

InjectionInjection GasGas

SeparatorSeparator (Gas(Gas--Oil)Oil)

OpenOpen ChokeChoke; ; 

InjectionInjection GasGas

 

Fig. 8. Production system composed by two wells. 

The approach of the compared neural network with the data of produced oil rate 
for the system composed by two wells is showed in figure 11. 

Once that both systems are approximated using neural networks, the following 
stage establishes and solves the optimization problem. 

The optimization procedure is used to determine the optimal gas injection rate 
for a single well (case 1). When the iteration 93, is carried out the obtained opti-
mal gas injection rate is 0.93 MMscf/day (See Fig. 12). This rate is evaluated in  
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(9a) 

 

 
(9b) 

Fig. 9. Experimental data (a) gas injection rate (b) oil production rate. 
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Table 2. Neural network architecture and obtained errors, case 2 

Intermedia layer Output layer
30 1 -0.3702 -0.0037

Number of neurons
error error (%)

 

 
(10a) 

 

 
(10b) 

Fig. 10. Result for case 2, (g) error, (h) percentage of error. 
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Fig. 11. Comparison between the approach obtained with the neural model (solid line) and 
the experimental data (round marks) for the two wells system. 

 

Fig. 12. Optimal gas injection case 1. 

the neural network as described in table 1 to obtain an oil production of 3102.8 
STB/day.  The Fig. 13 shows the beahavior objective function when is minimized. 

A similar optimization procedure is used to determine the optimal gas injection 
rate for a two wells system (case 2). When the iteration 349, is carried out the  
obtained optimal gas injection rate is 6.98 MMscf/day (See Fig. 14). This rate is  
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evaluated in our neural network as described in table 2 obtaining an oil production 
of 10087 STB/day. In Fig. 15 is shown the minimized objective function. 

3.3   Comparative Analysis 

Obtained results by using this approach are compared by using the software GAP3 
which is employed commonly to determine the optimal gas injection for a two  
 

 

Fig. 13. Minimized objective function. 

 
Fig. 14. Optimal gas injection case 2. 

                                                           
3 GAP is a registered trademark from Petroleum Experts. 
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Fig. 15. Minimized objective function. 

Table 3. Comparative Analysis 
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wells system, [16]. GAP is a multiphase oil and gas optimizer tool that models the 
surface gathering network of field production systems. When linked with the well 
models of PROSPER a full field production optimization and forecast can be 
achieved. Both software programs allow us to carry out the required optimization 
by means of Linear Programing and Non Linear Programming (via Quadratic Se-
quential Programming). The comparison is displayed in the Table 3. Is easy to see 
that obtained results by means of our proposed approach it is possible to obtain a 
major oil production by using minor amount of gas lift injection, [17]. 

4   Conclusions   

In this paper a computational intelligence strategy based on neural networks is 
proposed to optimize the required gas rate to inject in a production system of  
hydrocarbons. Once that this optimal rate is determined and applied to the produc-
tion system, the obtained simulation results are closed to the produced oil refer-
ence. Furthermore, the proposed strategy shows the ability of the neural networks 
to approximate the behavior of production systems and to solve optimization prob-
lems when a mathematical model is not available. It is just to mention that this ap-
proach can be used as an aid mechanism for production engineers. 
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Abstract. We describe in this paper a new hybrid approach for mathematical 
function optimization combining Particle Swarm Optimization (PSO) and Genetic 
Algorithms (GAs) using Fuzzy Logic for parameter adaptation and integrate the 
results. The new evolutionary method combines the advantages of PSO and GA to 
give us an improved FPSO+FGA hybrid method. Fuzzy Logic is used to combine 
the results of the PSO and GA in the best way possible. The new hybrid 
FPSO+FGA approach is compared with the PSO and GA methods with a set of 
benchmark mathematical functions. The new hybrid FPSO+FGA method is shown 
to be superior than the individual evolutionary methods on the set of benchmark 
functions. 

Keywords: FPSO, FGA, GA. 

1   Introduction 

We describe in this paper a new evolutionary method combining PSO and GA, to 
give us an improved FPSO+FGA hybrid method. We apply the hybrid method to 
mathematical function optimization to validate the new approach. Also in this pa-
per   the application of a Genetic Algorithm (GA) [1] and Particle Swarm Optimi-
zation (PSO) [2] for the optimization of mathematical functions is considered. In 
this case, we are using a set of mathematical  benchmark functions [4][5][13] to 
compare the optimization results between a GA, PSO and FPSO+FGA. 

The main motivation of this method is to combine the characteristics of a GA 
and PSO. We are using several fuzzy systems to perform dynamical parameter ad-
aptation. For decision making between the methods depending on the results that 
we are generating we are using one fuzzy system. The fuzzy system is used to de-
cide and combine the outputs of both the GA and PSO, in this way obtaining the 
best solution to the optimization problem. Also, there are another two fuzzy sys-
tems to parameter adaptation in GA and PSO. The main goal of the fuzzy system 
is to evaluate the outputs of the GA and PSO in each generation and change if is 
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necessary some important parameters. The criterion for stopping the method is the 
maximum number of generations. 

The paper is organized as follows: in section 2 a description about Genetic Al-
gorithms for optimization problems is presented, in section 3 the Particle Swarm 
Optimization is presented, in section 4 the proposed method FPSO+FGA and the 
fuzzy systems are described, in section 5 we can appreciate the mathematical 
functions that were used for this research, in section 6 the simulations results are 
described, in section 7 we can appreciate a comparison between GA, PSO and 
FPSO+FGA, in section 8 the conclusions obtained after the study of the proposed 
evolutionary computing methods are presented.  

2   Genetic Algorithm for Optimization 

Holland, from the University of Michigan initiated his work on genetic algorithms 
at the beginning of the 1960s. His first achievement was the publication of Adap-
tation in Natural and Artificial System [7] in 1975. 

He had two goals in mind: to improve the understanding of natural adaptation proc-
ess, and to design artificial systems having properties similar to natural systems [8]. 

The basic idea is as follows: the genetic pool of a given population potentially 
contains the solution, or a better solution, to a given adaptive problem. This solu-
tion is not "active" because the genetic combination on which it relies is split be-
tween several subjects. Only the association of different genomes can lead to the 
solution. 

Holland’s method is especially effective because it not only considers the role 
of mutation, but it also uses genetic recombination, (crossover) [9]. The crossover 
of partial solutions greatly improves the capability of the algorithm to approach, 
and eventually find, the optimal solution. 

The essence of the GA in both theoretical and practical domains has been well 
demonstrated [1]. The concept of applying a GA to solve engineering problems is 
feasible and sound. However, despite the distinct advantages of a GA for solving 
complicated, constrained and multiobjective functions where other techniques may 
have failed, the full power of the GA in application is yet to be exploited [12] [14]. 

In figure 1 we show the reproduction cycle of the Genetic Algorithm.  
The Simple Genetic Algorithm can be expressed in pseudo code with the fol-

lowing cycle: 

1. Generate the initial population of individuals aleatorily P(0).     
2. While (number _ generations <= maximum _ numbers _ generations)    
       Do:     
           {   
              Evaluation;   
              Selection;   
              Reproduction;   
              Generation ++;   
           }   
3. Show results    

4. End 
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Fig. 1. The Reproduction cycle 

3   Particle Swarm Optimization 

Particle swarm optimization (PSO) is a population based stochastic optimization 
technique developed by Eberhart and Kennedy in 1995, inspired by the social be-
havior of bird flocking or fish schooling [3]. 

PSO shares many similarities with evolutionary computation techniques such as 
Genetic Algorithms (GA) [6]. The system is initialized with a population of ran-
dom solutions and searches for optima by updating generations. However, unlike 
the GA, the PSO has no evolution operators such as crossover and mutation. In 
PSO, the potential solutions, called particles, fly through the problem space by fol-
lowing the current optimum particles [10].   

Each particle keeps track of its coordinates in the problem space, which are as-
sociated with the best solution (fitness) it has achieved so far (The fitness value is 
also stored). This value is called pbest. Another "best" value that is tracked by the 
particle swarm optimizer is the best value, obtained so far by any particle in the 
neighbors of the particle. This location is called lbest. When a particle takes all the 
population as its topological neighbors, the best value is a global best and is called 
gbest. 

The particle swarm optimization concept consists of, at each time step, changing 
the velocity of (accelerating) each particle toward its pbest and lbest locations (lo-
cal version of PSO). Acceleration is weighted by a random term, with separate ran-
dom numbers being generated for acceleration toward pbest and lbest locations.  

In the past several years, PSO has been successfully applied in many research 
and application areas. It is demonstrated that PSO gets better results in a faster, 
cheaper way compared with other methods [11].   

Another reason that PSO is attractive is that there are few parameters to adjust. 
One version, with slight variations, works well in a wide variety of applications. 
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Particle swarm optimization has been used for approaches that can be used across 
a wide range of applications, as well as for specific applications focused on a spe-
cific requirement. 

The pseudo code of the PSO is as follows 
 

For each particle  
    Initialize particle 
End 
Do 
    For each particle  
        Calculate fitness value 
        If the fitness value is better than the best fitness value (pBest) in history 
            set current value as the new pBest 
    End 
    Choose the particle with the best fitness value of all the particles as the gBest 
    For each particle  
        Calculate particle velocity  
        Update particle position  
    End  
While maximum iterations or minimum error criteria is not attained 

4   Full Model of FPSO+FGA 

The general approach of the proposed method PSO+GA can be seen in figure 2. 
The method can be described as follows:  

It receives a mathematical function to be optimized 
It evaluates the role of both GA and PSO.  
A main fuzzy system is responsible for receiving values resulting from step 2.  
The main fuzzy system decides which method to take (GA or PSO) 
After, another fuzzy system receives the Error and DError as inputs to evaluates 

if is necessary change the parameters in GA or PSO. 
There are 3 fuzzy systems. One is for decision making (is called main fuzzy), 

the second one is for changing parameters of the GA (is called fuzzyga) in this 
case change the value of crossover (k1) and mutation (k2) and the third fuzzy sys-
tem is used to change parameters of the PSO (is called fuzzypso) in this case 
change the value of social acceleration (c1) and cognitive acceleration (c2). 

The main fuzzy system decides in the final step the optimum value for the func-
tion introduced in step 1.  

Repeat the above steps until the termination criterion of the algorithm is met. 
The basic idea of the FPSO+FGA scheme is to combine the advantage of the 

individual methods using a fuzzy system for decision making and the others two 
fuzzy systems to improve the parameters of the GA and PSO when is necessary. 

The basic idea of the FPSO+FGA scheme is to combine the advantage of the in-
dividual methods using a fuzzy system for decision making and the others two fuzzy 
systems to improve the parameters of the FGA and FPSO when is necessary. 
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Fig. 2. The FPSO+FGA scheme 

As can be seen in the proposed hybrid FPSO+FGA method, it is the internal 
fuzzy system structure, which has the primary function of receiving as inputs (Er-
ror and DError) the results of the FGA and FPSO outputs. The fuzzy system is re-
sponsible for integrating and decides which are the best results being generated at 
run time of the FPSO+FGA. It is also responsible for selecting and sending the 
problem to the “fuzzypso” fuzzy system when the FPSO is activated or to the 
“fuzzyga” fuzzy system when FGA is activated. Also activating or temporarily 
stopping depending on the results being generated. Figure 3 shows the member-
ship functions of the main fuzzy system that is implemented in this method. The 
fuzzy system is of Mamdani type because it is more common in this type of fuzzy 
control and the defuzzification method is the centroid. In this case, we are using 
this type of defuzzification because in other papers we have achieved good results 
[4]. The membership functions are of triangular form in the inputs and outputs as 
is shown in figure 3. Also, the membership functions were chosen of triangular 
form based on past experiences in this type of fuzzy control. The fuzzy system 
consists of 9 rules. For example, one rule is if error is P and DError is P then best 
value is P (view figure 4). Figure 5 shows the fuzzy system rule viewer. Figure 6 
shows the surface corresponding to this fuzzy system. The other two fuzzy sys-
tems are similar to the main fuzzy system. 

 

 

Fig. 3. Fuzzy system membership functions 
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Fig. 4. Fuzzy system rules 

 

Fig. 5. Fuzzy system rules viewer 

 

Fig. 6. Surface of the main fuzzy system 

4.1   FPSO (Fuzzy Particle Swarm Optimization) 

This section presents a detailed description of the FPSO model. The classical rep-
resentation scheme for GAs is binary vectors of fixed length. In the case of an  
nx – dimensional search space, each individual consists of nx variables with each 
variable encoded as a binary string. 

The swarm is typically modeled by particles in multidimensional space that 

have a position and a velocity. These particles fly through hyperspace (i.e., nR ) 
and have two essential reasoning capabilities: their memory of their own best 
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position and knowledge of the global or their neighborhood's best. In figure 7 we 
can see a simulation of F3 function. In a minimization optimization problem, 
"best" simply meaning the position with the smallest objective value. Members of 
a swarm communicate good positions to each other and adjust their own position 
and velocity based on these good positions. So a particle has the following 
information to make a suitable change in its position and velocity: 

A global best that is known to all and immediately updated when a new best 
position is found by any particle in the swarm.  

The neighborhood best that the particle obtains by communicating with a subset 
of the swarm.  

The local best, which is the best solution that the particle has seen.  

 

Fig. 7. Simulation of F3 function with FPSO 

In this case, the social information is the best position found by the swarm, 

referred as 
^

y (t). For gbest FPSO, the velocity of particle i is calculated as  

)]()()[()]()()[()()1(
^

2211 txtytrctxtytrctvitv ijjjijijjjij −+−+=+  (1) 

Where )(tvi j  is the velocity of particle i in dimension j = 1,…,nx at time step t, 

)(txi j  is the position of particle i in dimension j at time step t, C1 and C2  repre-

sents the cognitive and social acceleration. In this case, these values are fuzzy be-

cause they are changing dynamically when the FPSO is running, and jr1 (t), 

jr2 ~U(0,1) are random values in the range [0,1]. 
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4.2   FGA (Fuzzy Genetic Algorithm) 

This section presents a detailed description of the FGA. Several crossover operators 
have been developed for GAs, depending on the format in which individuals are rep-
resented. For binary representations, uniform crossover, one point crossover and two 
points cross over are the most popular. In this case we are using two points cross-
over with fuzzy crossover rate because we are adding a fuzzy system called ‘fuz-
zyga’ that is able of change the crossover and mutation rate. 

4.3   Definition of the Fuzzy Systems Used in FPSO+FGA 

‘fuzzypso’: In this case we are using a fuzzy system called ‘fuzzypso’, and the 
structure of this fuzzy system is as follow: 
Number of Inputs: 2 
Number of Outputs: 2 
Number of membership functions: 3 
Type of the membership functions: Triangular  
Number of rules: 9 
Defuzzification: Centroid 
The main function of the fuzzy system called ‘fuzzypso’ is to adjust the parame-
ters of the PSO. In this case, we are adjusting the following parameters: ‘c1’ and 
‘c2’ ; where: 
‘c1’ = Cognitive Acceleration 
‘c2’ = Social Acceleration 
We are changing these parameters to test the proposed method. In this case, with 
‘fuzzypso’ is possible to adjust in real time the 2 parameters that belong to the 
PSO.  
 ‘fuzzyga’: In this case we are using a fuzzy system called ‘fuzzyga’, the structure 
of this fuzzy system is as follows: 
Number of Inputs: 2 
Number of Outputs: 2 
Number of membership functions: 3 
Type of membership functions: Triangular  
Number of rules: 9 
Defuzzification: Centroid 
The main function of the fuzzy system called ‘fuzzypso’ is to adjust the parame-
ters of the GA. In this case, we are adjusting the following parameters: ‘mu’, ‘cr’; 
where: 
‘k1’ = mutation 
‘k2’ = crossover 
‘fuzzymain’: In this case, we are using a fuzzy system called ‘fuzzymain’. The 
structure of this fuzzy system is as follows: 
Number of Inputs: 2 
Number of Outputs: 1 
Number of membership functions: 3  
Type of membership functions: Triangular  
Number of rules: 9 
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Defuzzification: Centroid 
The main function of the fuzzy system, called ‘fuzzymain’ is to decide on the best 
way for solving the problem, in other words if it is more reliable to use the FPSO 
or FGA. This fuzzy system is able to receive two inputs, called error and derror, it 
is to evaluate the results that are generated by FPSO and FGA in the last step of 
the algorithm. 

5   Benchmark Mathematical Functions  

To validate our method we used a set of 5 benchmark mathematical functions 
called F1, F2, F3, F4 and F5; all functions were evaluated with different numbers 
of variables, in this case, the simulation results were obtained with  8, 16, 32, 64 
and 128 variables.  Figure 8 shows the plot corresponding to F1 function and 
equation 2 shows the description to F1 function. Figure 9 shows the plot corre-
sponding to F2 function and equation 3 shows the description to F2 function. 

 

Fig. 8. F1 function 
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Figure 10 shows the plot corresponding to F3 function and equation 4 shows 

the description to F3 function. 
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Fig. 9. F2 function 

 

 

Fig. 10. F3 function 
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Figure 11 shows the plot corresponding to F4 function and equation 5 shows 

the description to F4 function. 
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Figure 12 shows the plot corresponding to F5 function and equation 6 shows 

the description to F5 function. 
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Fig. 11. F4 function 

 

 
 

Fig. 12. F5 function 
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6   Simulations Results 

Several tests of the PSO, GA and FPSO+FGA algorithms were made with an im-
plementation in the Matlab programming language.  

The implementation was developed using a computer with processor Intel Core 
2 Quad of 64 bits that works to a frequency of clock of 2.5 GHz, 6 GB of RAM 
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Memory and Ubuntu Linux Operating System. The results obtained after applying 
the GA to the mathematical functions are shown in tables 1, 2, 3, 4 and 5: 

The parameters used in the Tables are: 

F1, F2, F3, F4 and F5 = Name of function. 
VARIABLES= Number of variables used to evaluation. 
BEST= The best result obtained. 
AVERAGE= The average of 50 times. 
WORST= The worst result obtained. 

The parameters used on all tests with the GA were: population size = 100 indi-
viduals, crossover (k1) = 80%, mutation (k2) = 5%, selection= roulette. On PSO 
the parameters were: swarm size= 100 particles, cognitive acceleration (c1) = 1, 
social acceleration (c2) = 0.5, value of velocity at the beginning = 0.95, constric-
tion factor = 1. On FPSO+FGA the parameters were different for k1, k2, c1 and 
c2, this four parameters were fuzzy parameters, because were obtained dynami-
cally when the method is running, the fuzzy systems can be obtaining this four pa-
rameters the best way for achieve good results. 

6.1   Simulation Results with the Genetic Algorithm (GA) 

From Table 1 it can be appreciated that after executing the GA 50 times, with dif-
ferent number of variables, we can see the best, average and worst results for the 
F1 function.  

Table 1. Experimental results with GA for the F1 function 

VARIABLES BEST AVERAGE WORST 
8 8.66E-07 0.00094 0.0070 

16 4.09E-06 0.00086 0.0083 
32 1.14E-06 0.00094 0.0056 
64 1.00E-05 0.00098 0.0119 

128 1.00E-05 9.42E-04 0.0071 

 
From Table 2 it can be appreciated that after executing the GA 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F2 function.  

Table 2. Experimental results with GA for the F2 function 

VARIABLES BEST AVERAGE WORST 
8 5.29E-05 0.05823 0.30973 

16 0.00071 0.05683 0.50171 
32 0.00228 0.05371 0.53997 
64 0.00055 0.053713 0.26777 

128 0.000286 0.05105 0.26343 
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From Table 3 it can be appreciated that after executing the GA 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F3 function.  

Table 3. Experimental results with GA for the F3 function 

VARIABLES BEST AVERAGE WORST 
8 3.006976 3.14677173 3.38354 

16 3.163963 3.351902975 3.57399568 
32 3.246497 3.14677173 3.86201 
64 3.519591 3.86961452 4.15382873 

128 3.8601773 4.209902992 4.55839099 

 
From Table 4 it can be appreciated that after executing the GA 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F4 function.  

Table 4. Experimental results with GA for the F4 function 

VARIABLES BEST AVERAGE WORST 
8 0.499336 6.7430 15.3442 

16 8.160601 24.01 43.39 
32 46.00850 82.35724 129.548 
64 162.4343 247.0152 347.21618 

128 524.78094 672.6994 890.93943 

 
From Table 5 it can be appreciated that after executing the GA 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F5 function.  

Table 5. Experimental results with GA for the F5 function 

VARIABLES BEST AVERAGE WORST 
8 0.001547453 0.0268979 0.09962 
16 0.005378064 0.1215722 0.349648 
32 0.141923311 0.4101969 0.917367 
64 0.787436284 0.980005 1.002421 
128 1.005189444 1.006888 1.008103 

6.2   Simulation Results with Particle Swarm Optimization 

The results obtained after applying the PSO to the mathematical functions are 
shown in tables 6, 7, 8, 9 and 10. From Table 6 it can be appreciated that after 
executing the PSO 50 times, with different number of variables, we can see the 
best, average and worst results for the F1 function.  
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Table 6. Experimental results with PSO for the F1 function 

VARIABLES BEST AVERAGE WORST 
8 1.43E-14 4.21182E-11 9.98E-11 

16 6.12E-12 5.31E-11 9.94E-11 
32 3.40E-12 5.42E-11 9.86E-11 
64 2.01E-12 4.89E-11 9.82E-11 

128 3.323E-12 5.34E-11 9.73E-11 

 
From Table 7 it can be appreciated that after executing the PSO 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F2 function.  

Table 7. Experimental results with PSO for the F2 function 

VARIABLES BEST AVERAGE WORST 
8 2.84E-13 5.20E-11 9.98E-11 

16 1.95E-12 4.97E-11 9.96E-11 
32 1.93E-12 5.42E-11 9.83E-11 
64 5.95E-12 6.12E-11 9.91E-11 

128 2.004E-11 8.60E-11 9.55E-11 

 
From Table 8 it can be appreciated that after executing the PSO 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F3 function.  

Table 8. Experimental results with PSO for the F3 function 

VARIABLES BEST AVERAGE WORST 
8 2.9804998406 3.045430224 3.28918888 

16 3.3917876285 3.17059523 3.26680512 
32 3.106364703 3.217813872 3.39178762 
64 3.227560368 3.379519078 3.55310978 

128 3.518976467 3.66857109 3.8473198 

 
From Table 9 it can be appreciated that after executing the PSO 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F4 function.  

From Table 10 it can be appreciated that after executing the PSO 50 times, with 
different number of variables, we can see the best, average and worst results for 
the F5 function.  
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Table 9. Experimental results with PSO for the F4 function 

VARIABLES BEST AVERAGE WORST 
8 7.57E-11 3.661448 8.95462 

16 2.984877 11.1837 24.874822 
32 16.1450834 34.1697120 56.714207 
64 72.364868 126.01692 198.1616 

128 368.575586 467.931817 607.874952 

Table 10. Experimental results with PSO for the F5 function 

VARIABLES BEST AVERAGE WORST 
8 4.43E-11 0.00463639 0.04439 

16 6.71E-11 0.007300457 0.034526 
32 9.17E-06 0.011476878 0.09483 
64 0.137781 0.370872190 0.667802 

128 0.85604741 0.970930240 1.003151 

6.3   Simulation Results with FPSO+FGA 

The results obtained after applying the proposed method FPSO+FGA to the 
mathematical functions are shown in tables 11, 12, 13, 14 and 15. 

From Table 11 it can be appreciated that after executing the FPSO+FGA 50 
times, with different number of variables, we can see the best, average and worst 
results for the F1 function.  

Table 11. Experimental results with FPSO+FGA for the F1 function 

VARIABLES BEST AVERAGE WORST 
8 1.01E-17 4.37E-15 5.11E-12 

16 2.25E-16 8.37E-14 1.32E-11 
32 9.15E-16 9.41E-13 3.22E-11 
64 8.25E-14 5.32E-12 4.08E-11 

128 9.00E-14 6.38E-12 8.03E-11 

 
From Table 12 it can be appreciated that after executing the PSO 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F2 function.  

From Table 13 it can be appreciated that after executing the PSO 50 times, with 
different number of variables, we can see the best, average and worst results for 
the F3 function.  
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Table 12. Experimental results with FPSO+FGA for the F2 function 

VARIABLES BEST AVERAGE WORST 
8 3.23E-20 2.54E-17 1.25E-16 

16 1.32E-18 1.25E-16 2.36E-15 
32 4.20E-18 3.50E-16 4.63E-15 
64 7.20E-16 8.50E-15 3.63E-14 

128 8.23E-15 9.54E-14 6.28E-13 

Table 13. Experimental results with FPSO+FGA for the F3 function 

VARIABLES BEST AVERAGE WORST 
8 0.0012322412 0.01895847 0.0693545 

16 0.012536546 0.3654587 0.6689584 
32 1.012351254 1.2535658 1.9858445 
64 2.58585258 2.9852854 2.6896595 

128 2.90002123 2.9135282 2.9315822 

 
From Table 14 it can be appreciated that after executing the PSO 50 times, with 

different number of variables, we can see the best, average and worst results for 
the F4 function.  

Table 14. Experimental results with FPSO+FGA for the F4 function 

VARIABLES BEST AVERAGE WORST 
8 8.58E-18 2.32E-17 3.25E-16 

16 3.25E-16 3.75E-16 8.25E-16 
32 2.54E-15 9.68E-15 3.64E-14 
64 1.02E-10 9.98E-09 3.46E-08 

128 7.77E-06 8.75E-04 3.68E-02 
 

From Table 15 it can be appreciated that after executing the PSO 50 times, with 
different number of variables, we can see the best, average and worst results for 
the F5 function.  

Table 15. Experimental results with FPSO+FGA for the F5 function 

VARIABLES BEST AVERAGE WORST 
8 4.25E-15 4.44E-14 9.98E-14 

16 6.50E-15 7.44E-14 9.98E-13 
32 4.25E-13 2.41E-12 9.98E-10 
64 6.36E-10 1.25E-09 8.16E-08 

128 3.45E-05 5.94E-03 3.39E-02 
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7   Comparison Results between GA, PSO and FPSO+FGA 

In Table 16 the comparison of the average results obtained between the GA, PSO 
and FPSO+FGA methods for the optimization of the 5 proposed benchmark 
mathematical functions is shown. It can be appreciated that the proposed method  
 

Table 16. Comparison results between the proposed methods 

Function GA PSO FPSO+FGA 

F1 9.42E-04 5.34E-11 6.38E-12 
F2 0.05105 8.60E-11 9.54E-14 
F3 4.209902 3.66857109 2.9135282 
F4 672.6994 467.931817 8.75E-04 
F5 1.006888 0.970930240 5.94E-03 

Table 17. T Student Test 

T Student Test GA vs 
PSO 

GA vs 
FPSO+FGA 

PSO vs 
FPSO+FGA 

N 25 25 25 
T value 0.43 1.39 1.27 
P value 0.334 0.085 0.105 

 

 

Fig. 13. T Student Plot 
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was better than GA and PSO used separately because when the number of vari-
ables for evaluation by each function is big, the adaptation of parameters is neces-
sary, the results of the average for the functions with 128 variables is shown in 
Table 16. 

From Table 17 it can be appreciated the T Student Test for all functions with all 
results for each number of variables used in this paper. N represents number of 
dates taken for the test, in this case, represents all the best values obtained with 
GA, PSO and FPSO+FGA, T represents the T value obtained, and P represents the 
P value obtained with this test. We can see in this table the T Student Test with 
GA vs PSO, GA vs FPSO+FGA and PSO vs FPSO+FGA. It can be seen that the 
difference between GA and PSO is small, while GA and PSO vs FPSO+FGA the 
statistical difference is good because the error is small in P.  

In figure 13 we can see the plot of the T Student Test for PSO vs FPSO+FGA. 

8   Conclusions 

The analysis of the simulation results of the evolutionary method considered in 
this paper, FPSO+FGA lead us to the conclusion that for the optimization of this 
benchmark mathematical function with this method is a good alternative because 
it is easier to optimize achieve good results than to try it with PSO or GA sepa-
rately. This is, because the combination PSO and GA with fuzzy rules gives a new 
hybrid method FPSO+FGA. It can be seen in Table 17 the T Student Test with 
good results for our proposed method FPSO+FGA; we are demonstrating statisti-
cally that it is reliable uses for this type of functions with n variables. Recently we 
are working with variables for test the effectiveness of this approach.  
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Abstract. The most prevalent P2P application today is file sharing, both among 
scientific users and the general public. A fundamental process in file sharing sys-
tems is the search mechanism. The unstructured nature of real-world large-scale 
complex systems poses a challenge to the search methods, becasuse global routing 
and directory services are impractical to implement. In this paper, a new ant-
colony algorithm, Adaptive Neighboring-Ant Search (AdaNAS), for the semantic 
query routing problem (SQRP) in a P2P network is presented. The proposed algo-
rithm incorporates an adaptive control parameter tuning technique for runtime es-
timation of the time-to-live (TTL) of the ants. AdaNAS uses three strategies that 
take advantage of the local environment: learning, characterization, and explora-
tion. Two classical learning rules are used to gain experience on past performance 
using three new learning functions based on the distance traveled and the re-
sources found by the ants. The experimental results show that the AdaNAS algo-
rithm outperforms the NAS algorithm where the TTL value is not tuned at  
runtime. 

Keywords: parameter tuning, search algorithm, peer-to-peer, adaptive algorithm, 
local environment, ant-colony algorithms.  

1   Introduction 

Although popular for other uses, the World Wide Web is impractical for user-to-
user file sharing as it requires centralized infrastructure such as an HTTP server. 
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In the past decade, a new class of networks called peer-to-peer (P2P) systems be-
gan to spread as a solution to the increasing demand of file sharing among Internet 
users. In P2P networks, the users interconnect to offer their files to one another 
[32]. The participants, called peers, may connect and disconnect freely, and do so 
constantly, which triggers frequent changes in the network structure [35].  
    One of the main advantages is that peers are equal in terms of functionality and 
tasks which are developed. This produces high fault tolerance and auto-
organization: peers form unstructured networks with an acceptable connectivity 
and performance. The Semantic Query Routing Problem (SQRP) consists in de-
ciding, based on a set of keywords, to which neighbor to forward the query to 
search files related with the keywords [25, 35]. 
    The lack of global structure caused that flooding-based search mechanisms have 
been mainly employed. Flooding-based mechanisms are simple, but unfortunately 
generate vast amounts of traffic in the network and may produce congestion on 
Internet. Existing approaches for SQRP in P2P networks range from simple 
broadcasting techniques to sophisticated methods [27, 32, 33]. The latter includes 
proposals based on ant-colony systems [14] that are specifically suited for han-
dling routing tables in telecommunications. There exist few algorithms used for 
SQRP, including SemAnt [25] and Neighboring-Ant Search (NAS) [11], the latter 
based on the former. In this work we propose an algorithm as an extension to 
NAS, called the Adaptive Neighboring-Ant Search (AdaNAS). AdaNAS is hy-
bridized with three local strategies: learning, structural characterization and explo-
ration. These strategies are aimed to produce a greater amount of results in a lesser 
amount of time. The time-to-live (TTL) parameter is tuned at runtime based on the 
information acquired by these three local strategies. 

2   Background 

In order to place the research in context, this section is divided in three parts. The 
first part models a P2P network with graph theory, and in we continue with struc-
tural characterization. The part describes the basic ant-colony algorithms for 
SQRP algorithms and the last part explains parameter tuning and adaptation. 

2.1   Graph Theory 

A P2P network is a distributed system that can be modeled mathematically as a 
graph, G = (V,E), where V is a set of nodes and E ⊆ V x V is a set of (symmetrical) 
connections. For more information on graph theory, we recommend the textbook 
by Diestel [13]. Each peer in the network is represented by a node (also called a 
vertex) of the graph. The direct communications among the peers are represented 
by the connections (also called the edges) of the graph. We denote by n the 
number of nodes in the system and identify the nodes by integers, V = {1, 2, 3, . . . 
, n}. Two nodes that are connected are called neighbors; the set of all neighbors of 
a node i is denoted by Γ(i). The number of neighbors of a node i is called degree 
and is denoted by ki. Two nodes i and j are said to be connected if there exists at 
least one sequence of connections that begins at i, traverses from node to node 
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through the connections of the graph, and ends at j. Such sequences of connections 
are called routes or paths and the number of connections traversed is the length of 
the route. 

2.2   Structural Characterization 

For the purpose of analyzing the structure and behavior of complex systems 
modeled as graphs, numerous characterization functions have been proposed [10]. 
There are two main types of these functions: those based on global information 
that require information on the entire graph simultaneously and those based on 
local information that only access the information of a certain node i and its 
neighborhood Γ(i) at a time. In this section we review the local structural 
characterization functions related with this work.  

2.2.1   Degree Distribution 
The degree ki of a node i is a local measure of network. P(k) denotes the number 
of nodes that have degree k, normalized by n. The measure of P(k) can be inter-
preted as the probability that a randomly chosen node i has degree k. The values of 
P(k) for      k ∈ [0, n-1] (supposing that there can only be at most one connection 
between each pair of distinct nodes) form the degree distribution of the graph. 
Whereas the degrees themselves are local properties, obtaining the degree distri-
bution is a global computation. 
    The degree distribution is widely used to classify networks according to the 
generation models that produce such distributions. Among the first and most fa-
mous generation models are the uniform random graphs of Erdös and Rényi [15] 
and Gilbert [17] that yield a binomial distribution that at the limit, approaches the 
Poisson distribution and most of the nodes in the graph have similar degrees [9]. 
    In the past decade, another type of generation models became popular as vari-
ous studies revealed that the degree distribution of some important real-world 
networks (including the WWW, the Internet, biological and social systems) was 
not Poisson distribution at all, but rather a power-law distribution [1, 2, 16], P(k) ∼ 
k-γ with values of γ typically ranging between two and three. The models that  
produce such distributions are called scale-free network models. The notable 
structural property in networks with powerlaw distribution is the presence of a 
small set of extremely    well-connected nodes that are called hubs, whereas a 
great majority of the nodes has a very low degree [6, 28]. This property translates 
into high fault tolerance under random flaws, but high vulnerability under deliber-
ate attack [2]. 

2.2.2   Parameter Tuning and Adaptation 
Metaheuristics offer solutions that are often close to the optimum, but with a rea-
sonable amount of resources used when compared to an exact algorithm. Unfortu-
nately, the metaheuristics are usually rich in parameters. The choice of the values 
for the parameters is nontrivial and in many cases the parameters should vary dur-
ing the runtime of the algorithm [8, 19]. 
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    The process of selecting the parameter values is known as tuning. The goal of 
offline tuning is to provide a static initial parameter configuration to be used 
throughout the execution of the algorithm, whereas online tuning, also known as 
parameter control or adaptation, is the process of adjusting the parameter values 
at runtime.  We use a discrete model for adaptation based on the proposed by Hol-
land in 1992 [22]. We assume that the system takes actions at discrete steps t = 1, 
2, 3, . . ., as this assumption applies to practically all computational System. The 
proposed model is described in section four. 

3   SQRP Search Strategies 

In this section we present the problem focused in this work. First, we describe the 
semantic query routing problem (SQRP) as a search process. Then, strategies for 
solve SQRP are shown including our proposed algorithm which uses an adaptive 
strategy for adjusting an important parameter for the search process: TTL. 

3.1   SQRP Description 

SQRP is the problem of locating information in a network based on a query 
formed by keywords. The goal in SQRP is to determine shorter routes from a node 
that issues a query to those nodes of the network that can appropriately answer the 
query by providing the requested information. Each query traverses the network, 
moving from the initiating node to a neighboring node and then to a neighbor of a 
neighbor and so forth, until it locates the requested resource or gives up in its ab-
sence. Due to the complexity of the problem [3, 24, 25, 33, 34, 35], solutions pro-
posed to SQRP typically limit to special cases.  
    The general strategies of SQRP algorithms are the following. Each node main-
tains a local database of documents ri called the repository. The search mechanism 
is based on nodes sending messages to the neighboring nodes to query the con-
tents of their repositories. The queries qi are messages that contain keywords that 
describe for possible matches. If this examination produces results to the query, 
the node responds by creating another message informing the node that launched 
the query of the resources available in the responding node. If there are no results 
or there are too few results, the node that received the query forwards it to one or 
more of its neighbors. This process is repeated until some predefined stopping cri-
teria is reached. An important observation is that in a P2P network the connection 
pattern varies among the net (heterogeneous topology), moreover the connections 
may change in time, and this may alter the routes available for messages to take. 

3.2   SQRP Algorithms 

The most popular technique for searching in P2P systems is flooding, where each 
message is assigned a positive integer parameter known as the time-to-live (TTL) 
of the message. As the message propagates from one node to another, the value of 
TTL is decreased by one by each forwarding node. When TTL reaches zero, the 
message will be discarded and no longer propagated in the system. The main  



Local Survival Rule for Steer an Adaptive Ant-Colony Algorithm  249
 

disadvantage of flooding is the rapid congestion of the communication channels 
[20]. Another widely used search strategy is the random walk [3]. A random walk 
in a graph is a route where the node following the initiating node is chosen uni-
formly at random among its neighbors. 

3.2.1   AntSearch 
Wu et al. [34] propose an algorithm called AntSearch. The main idea in the Ant-
Search algorithm is using pheromone values to identify the free-riders, prevent 
sending messages to those peers in order to reduce the amount of redundant mes-
sages the estimation of a proper TTL value for a query flooding is based on the 
popularity of the resources. Wu et al. use three metrics to measure the perform-
ance of the AntSearch. One is the number of searched files for a query with a re-
quired number of results, R: a good search algorithm should retrieve the number of 
results over but close to R. The second one is the cost per result that defines the 
total amount of query messages divided by the number of searched results; this 
metric measure how many average query messages are generated to gain a result. 
Finally, search latency is defined as the total time taken by the algorithm. 

3.2.2   SemAnt 
Algorithms that incorporate information on past search performance include the 
SemAnt algorithm [25, 26] that uses an ant-colony system to solve SQRP in a P2P 
environment. SemAnt seeks to optimize the response to a certain query according 
to the popularity of the keywords used in the query. The algorithm takes into ac-
count network parameters such as bandwidth and latency. In SemAnt, the queries 
are the ants that operate in parallel and place pheromone on successful search 
routes. This pheromone evaporates over time to gradually eliminate old or obso-
lete information. Also Michlmayr [25] considers parameter tuning for the SemAnt 
algorithm, including manual adjustment of the TTL parameter from a set of possi-
ble values {15, 20, 25, 30, 35} and concludes that 25 is the best value for the pa-
rameter. The adjustment of the TTL is made without simultaneous tuning of the 
other parameters.  

3.2.3   Neighboring-Ant Search 
NAS [11] is also an ant-colony system, but incorporates a local structural measure 
to guide the ants towards nodes that have better connectivity. The algorithm has 
three main phases: an evaluation phase that examines the local repository and in-
corporates the classical lookahead technique [27], a transition phase in which the 
query propagates in the network until its TTL is reached, and a retrieval phase in 
which the pheromone tables are updated. 
    Most relevant aspects of former works have been incorporated into the pro-
posed NAS algorithm. The framework of AntNet algorithm is modified to corre-
spond to the problem conditions: in AntNet the final addresses are known, while 
NAS algorithm does not has a priori knowledge of where the resources are lo-
cated. On the other hand, differently to AntSearch, the SemAnt algorithm and 
NAS are focused on the same problem conditions, and both use algorithms based 
on AntNet algorithm. However, the difference between the SemAnt and NAS is 
that SemAnt only learns from past experience, whereas NAS takes advantage of 
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the local environment. This means that the search in NAS takes place in terms of 
the classic local exploration method of Lookahead [27], the local structural metric 
DDC[29] its measures the differences between the degree of a node and the degree 
of its neighbors, and three local functions of the past algorithm performance.  

3.2.4   Adaptative Neighboring-Ant Search 
The proposed algorithm in this work, Adaptive Neighboring Ant Search (Ada-
NAS) is largely based on the NAS algorithm, but includes the adaptation of the 
TTL parameter at runtime, in addition to other changes. The mechanism that may 
extend the TTL for an ant is called the survival rule. It incorporates information 
on past queries relying on the learning strategies included in AdaNAS, basic char-
acteristics of SQRP and a set of parameters that are adjusted according to the re-
sults found when using the survival rule itself. The rule evaluates the length of the 
shortest known route that begins with the connection (i, j) from the current node i 
to a node that contains good results for the query t. The form in which the algo-
rithm operates is explained in detail later in Sections 4 and 5.  

4   AdaNAS Model  

In this section, we present a multi-agent model in order to describe the adaptive 
behavior of AdaNAS. We begin by formulating it as an adaptive system in the no-
tation presented in Section 2.2.2.  

4.1   The General Model  

The environment is the P2P network, in which two stimuli are observed: the oc-
currences of the documents being searched (I1) and the degree ki of the node i (I2). 
The environment has the following order to send stimuli: observing I1 has a higher 
priority than observing I2. AdaNAS is an ant-colony system, where each ant is 
modeled as an agent. AdaNAS has four agent types:  
 

• The query ant is accountable for attending the users’ queries and creating the 
Forward Ant; moreover it updates the pheromone table by means of evapora-
tion. There is a query ant for each node in the net and it stays there while the 
algorithm is running.  

• The Forward Ant uses the learning strategies for steering the query and when 
it finds resources creates the backward ant. It finishes the routing process 
when its TTL is zero or the amount of found resources is enough that is de-
noted by R then, it creates an update ant.  

• The backward ant is responsible for informing to query ant the amount of re-
sources in a node found by the Forward Ant. In addition, it updates the values 
of some learning structures that are the bases of the survival rule which will 
be explaining later (Section 4.2.3).  

• The update ant drops pheromone on the nodes of the path generated by the 
Forward Ant. The amount of pheromone deposited depends on quantity of 
found resources (hits) and number of edges traveled (hops) by the Forward 
Ant. 
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    The system is subdivided into four parts: the structures A to adapt to the envi-
ronment (called agents), the adaptation plan P, the memory M, and the operators 
O. Typically, A has various alternative states A1, A2, A3, . . . among which one is to 
be chosen for the system, according to the observations made on the environment. 
On the other hand, P is typically a set of rules, one or more which can be applied. 
These rules apply the operations in the set O. An operator is either a deterministic 
function, denoted as (Ai, Pj) → Ak, or a stochastic function to a probability distri-
bution over a set of states for selecting Ak. The memory M permits the system to 
collect information on the condition of the environment and the system itself, to 
use it as a base for the decision making. The observations of the environment are 
taken as stimuli that trigger the operators. 
    The routing process implemented in the Forward Ant is required to be adap-
tive, thus A is defined in function of this agent. The possible states for A are 
five: 
 
A1: No route has been assigned and the Forward Ant is at the initial node. 

The ant can be only activated when the query ant send it a query and can 
only receive once time each stimulus. 

A2: A route has been assigned and TTL has not reached zero. 
A3: TTL is zero. 
A4: Forward Ant used the survival rule to extend TTL. 
A5 = 
X: 

Terminal state is reached by the Forward Ant. 

 
    The Figure 1 shows the AdaNAS adaptive model. According to the stimuli -the 
number of documents found (dotted line, I1) and degree of the node (solid line, I2)- 
an operator is selected. The line style for state transitions follows that of the stim-
uli: dotted line for transitions proceeding from I1 and solid for I2. 
     The memory M is basically composed of four structures that store information 
about previous queries. The first of these structures is the three dimensional phe-
romone table τ. The element τi;j;t is the preference for moving from node i to a 
neighboring node j when searching by a keyword t. In this work, we assume that 
each query contains one keyword and the total number of keywords (or concepts) 
known to the system is denoted by C. 
    The pheromone table M1 = τ is split into n bi-dimensional tables, τj;t, one for 
each node. These tables only contain the entries τj;t for a fixed node i and hence 
have at most dimensions C x ⏐Γ(i)⏐. The other three structures are also three-
dimensional tables M2 = D, M3 = N and M4= H, each splits into n local bi-
dimensional tables in the same manner. The information in these structures is of 
the following kind: currently being at node i and searching for t, there is a route of 
distance Di;j;t starting at the neighbor j that leads to a node identified in Ni;j;t that 
contains Hi;j;t hits or matching documents. 
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Fig. 1. AdaNAS Adaptive Model General 

 
The adaptive plans P are the following: 
 
P1: The backward ant. Created when a resource is found; modifies M2, M3 and 

M4. 
P2: The update ant. Modifies the pheromone table M1 = τ when the Forward 

Ant reached 0 and survival rule can not to proceed. 
 

P3: The transition rule. Selects the next node applying the inherent learning 
stored in pheromone trails and in the memory structure M2 = D. 

P4: The survival rule. Proceeds when the learning stored in M2, M3 and M4 
permits to extend TTL and determines how much TTL must be extended. 

P5: The modified transition rule. A variation of transition rule that eliminates 
the pheromone and degree effects. 

 
The operators O of AdaNAS are the following: 
 
O1. (A1, I1)→A1: Documents are found and a backward ant (P1) 

updates the memory -no change in the state of 
the system-. 

O2. (A1, I2)→A2: An ant selects the route according to the tran-
sition rule (P3). 

O3. (A2, I1)→A2: Similar to O1. 
O4.(A2,I2)→{(p2;2;2,A2),  (p2;3;2,A3) }: The transition rule (P3) either keeps the ant in 

the same state with probability p2;2;2 or moves 
to state A3 with probability p2;3;2. 

O5.(A3, I1)→A3 Similar to O1. 
O6.(A3,I2)→{(p3;4;2,A4), (p3;X;2,X)}: The survival rule (P4) and update ant (P2) –
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with probability p3;4;2, the ant extends its TTL 
using P4, or -with probability p3;X;2, applying 
P2 the ant reach its terminal state. 

O7. (A4, I1)→ A4: Similar to O1. 
O8.(A4,I2)→{(p3;3;2,A3), (p3;4;2,A4)}: The modified transition rule (P5) -the ant ei-

ther stays in the same state or moves to state 
A3-. 
 

 

    The general model is illustrated in Figure 1 where can be observed the transi-
tions among states of the Forward Ant.  

4.2   Behavior Rule 

An ant-colony algorithm has rules that determine its behavior. These rules define 
why the ants construct and evaluate the solution and why the pheromone is up-
dated and used. Although the pheromone is the main learning structure, AdaNAS 
has three more: D, N and H, for know the distances toward the nodes that contain 
in its repository matching documents. AdaNAS own several behavior rules: the 
transition rule, the update rules, the survival rule and the modified transition rule. 

4.2.1   Transition Rule 
The transition rule P3 considers two structures to determine the next state: τ and D. 
The transition rule for an ant x that is searching by keyword t and is in the node r 
is the following, Equation 1:  

}{( ( ) / )
arg max ( , , ) ,

( , , )
i r s

r i t si p q
x r t

ψ∈ Γ Λ <
=
⎧
⎨
⎩L(x,r,t)                            otherwise;

 ( 1 ) 

where p is a pseudo-random number, q is a algorithm parameter that defines the 
probability of using of the exploitation technique, Γ(r) is the set of neighbors 
nodes of r, Λx is the set of nodes previously visited by x, and Equation 2, defined 
by: 

1 2
1

, , , ,
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where Wdeg is the parameter that defines the degree importance, Wdist defines the 
distance importance toward the nearest node with matching documents(Dr;i;t), β1 
intensifies the local metrics contribution (degree and distance), β2 intensifies 
pheromone contribution (τr;i;t), κ(r, i) is a normalized degree measure expressed in 
Equation 3: 
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and L is the exploration technique expressed, in Equation 4:  

,| ( )})i r∈ ΓL
x,r, i,t

(x, r, t) = f({p  
( 4 ) 

where f({px;r;i;t⏐i ∈  Γ(r)}) is a roulette-wheel random selection function that 
chooses a node i depending on its probability px;r;i;t which indicates the probability 
of the ant x for moving from r to i searching by keyword t ant it is defined in  
Equation 5: 
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    The parameters in these equations are: β1: local measure intensification parame-
ter, β2: pheromone intensification parameter, Wdeg: weight factor that defines the 
importance of the degree, Wdist: weight factor that defines the importance of the 
distance, q: the relative importance of exploitation versus exploration.  
    The tables D and τ were described in the previous section. The exploration 
strategy L is activated when p ≥ q and stimulates the ants to search for new paths. 
In case that    p<q, the exploitation strategy is selected: it prefers nodes that pro-
vide a greater amount of pheromone and better connectivity with smaller numbers 
of hops toward a resource. As is shown in the transition rule, β2 is the intensifier of 
the pheromone trail, and β1 is the intensifier of the local metrics, this means that 
the algorithm will be only steered by the local metrics when β2 = 0, or by the phe-
romone when β1 = 0. In this work the initial values are β1 = 2 and β2 = 1. 

4.2.2   Update Rules 
There are two basic update rules in an ant colony algorithm: the evaporation and 
increment of pheromone. The evaporation method of AdaNAS is based on the 
technique used in SemAnt [25], while the increment strategy is based on the pro-
posed in NAS [11]. Both update rules are described below.  
    Pheromone Evaporation Rule, the pheromone evaporation is a strategy whose 
finality is avoid that the edges can take very big values of pheromone trail causing 
a greedy behavior on the algorithm. Each unit time the query ant makes smaller 
the pheromone trail of the node where the query ant is, by multiplying the trail by 
the evaporation rate ρ, which is a number between zero and one. To avoid very 
low values in the pheromone the rule incorporates a second term consisting of the 
product ρτ0, where τ0 is the initial pheromone value. The Equation 6 expresses ma-
thematically the evaporation pheromone rule. 

, , , , 0(1 )r s t r s tτ ρ τ ρ τ← − +i i  ( 6 ) 

    Pheromone Increment Rule, when a Forward Ant finishes, it must express its 
performance in terms of pheromone by means of an update ant whose function is 
to increase the quantity of pheromone depending on amount of documents found  
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and edges traversed by Forward Ant. This is done each time that an update ant 
passes on one node. The Equations 7 and 8 describe the pheromone increment 
rule. 

, , , , , , ( )r s t r s t r s t xτ τ τ← + Δ  ( 7 ) 

where τr;s;t is the preference of going to s when the Forward Ant is in r and is  
searching by keyword t, Δτr;s;t(x) is the amount of pheromone dropped on τr;s;t by a 
backward ant generated by the Forward Ant x and can be expressed like: 
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Δ ← + −⎢ ⎥
⎣ ⎦

 ( 8 ) 

where hits(x, s) is the amount of documents found by the Forward Ant x from s to 
end of its path, and hops(x, r) is the length of the trajectory traversed by the For-
ward Ant x from r to the final node in its route passing by s. 

4.2.3   Survival Rules 
As can be seen in Figure 2, P1 (the backward ant) updates the memory structures     
M2 = D, M3 = N, and M4 = H. These structures are used in the survival rule (P4) to 
increase time to live. This survival rule can be only applied when TTL is zero (see 
Figure 2(c)). The survival rule can be expressed mathematically in terms of the 
structures H, D and N as see in Equation 9: 
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where ΔTTL(x, i, t) is the increment assigned to the TTL of ant x (that is, number 
of additional steps that the ant will be allowed to take) when searching for re-
sources that match to t, currently being at node i. The number of additional steps 
Di;ω(x;i;t);t for arriving in the node ω(x, i, t) is determined from the shortest paths 
generated by previous ants, and is taken when its associated efficiency Ω(x, i, t) is 
better than Zx which is a measure of current performance of the ant x. The auxil-
iary functions are shown in Equations10 and 11: 
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(10) 

 
 

(11) 

where Γ(i) is the set of neighbors of node i and Λx is the set of nodes previously 
visited by the ant x. The tables of hits H, of distances D, and of nodes N were ex-
plained in the previous section. The function ω(x, i, t) determines which node that 
is neighbor of the current node i and that has not yet been visited has previously 
produced the best efficiency in serving a query on t, where the efficiency is meas-
ured by Ω(x, i, t). 
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4.2.4   Modified Transition Rule 
The modified transition rule is a special case of transition rule (see Equations 4 
and 5) where β2 = 0, Wdeg = 0 and q = 1. This rule is greedy and provokes the rep-
lication of paths generated by previous ants. This rule takes place when TTL has 
been extended canceling the normal transition rule. Mathematically can be ex-
press in Equations 12 and 13, like: 

}{{ ( ( ) / )( , , ) arg max ( , , )m i r sx r t r i tψ∈ Γ Λ=  (12 ) 

where ℓm is the modified transition rule, r is the current node in the path, t is the 
searched keyword, Λx is the set of nodes visited by the Forward Ant x and 

11
, ,( , , ) ( ( ) )i r i tr i t w D βψ −= ⋅  (13 ) 

where Wdist is a parameter that defines the influence of Dr;i;t that is the needed dis-
tance for arriving in the known nearest node with documents with keyword t, from 
r passing by i and β1 is the distance intensifier. 

5   AdaNAS Algorithm  

AdaNAS is a metaheuristic algorithm, where a set of independent agents called 
ants cooperate indirectly and sporadically to achieve a common goal. The algo-
rithm has two objectives: it seeks to maximize the number of resources found by 
the ants and to minimize the number of steps taken by the ants. AdaNAS guides 
the queries toward nodes that have better connectivity using the local structural 
metric degree (defined in Section 2.2), in addition, it uses the well known looka-
head technique [26], which, by means of data structures, allows to know the re-
pository of the neighboring nodes of a specific node. 
    The AdaNAS algorithm performs in parallel all the queries using query ants. 
Each node has only a query ant, which generates a Forward Ant for attending 
only one user query, assigning the searched keyword t to the Forward Ant. 
Moreover the query ants realize periodically the local pheromone evaporation 
of the node where it is. The process done by query ant is represented in  
Algorithm 1. 
    In the Algorithm 2 is shown the process realized by the Forward Ant. As can be 
observed all Forward Ants act in parallel. In an initial phase (lines 4- 8), the ant 
checks the local repository, and if it founds matching documents then creates a 
backward ant. Afterwards, it realizes the search process (lines 9-25) while it has 
live and has not found R documents. 
    The search process has three sections: Evaluation of results, evaluation and ap-
plication of the extension of TTL and selection of next node (lines 24-28).  
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 Algorithm 1: Query ant algorithm 
1 in parallel for each query ant w located in the node r 
2 while the system is running do 
3    if the user queries to find R documents with keyword t then 
4      create Forward Ant x(r,t,R) 
5      activate x 
6    End 
7    apply pheromone evaporation 
8 End 
9 end of in parallel 

 
    The first section, the evaluation of results (lines 10-15) implements the classi-
cal Lookahead technique. That is, the ant x located in a node r, checks the looka-
head structure, that indicates how many matching documents are in each neighbor 
node of r. This function needs three parameters: the current node (r), the keyword 
(t) and the set of known nodes (known) by the ant. The set known indicates what 
nodes the lookahead function should ignore, because their matching documents 
have already taken into account. If some resource is found, the Forward Ant cre-
ates a backward ant and updates the quantity of found matching documents.  
    The second section (lines 16-23) is evaluation and application of the extension 
of TTL. In this section the ant verifies if TTL reaches zero, if it is true, the ant in-
tends to extend its life, if it can do it, it changes the normal transition rule modify-
ing some parameters (line 21) in order to create the modified transition rule.  
    The third section of the search process phase is the selection of the next node. 
Here, the transition rule (normal or modified) is applied for selecting the next 
node and some structures are updated. The final phase occurs when the search 
process finishes; then, the Forward Ant creates an update ant for doing the phe-
romone update. 
    The Algorithm 3 presents the parallel behavior for each backward ant which in-
versely traverses the path given by the Forward Ant. In each node that it visits, it 
tries to update the structures D, H and N, which will be used for future queries 
(lines 7-11). The update is realized if the new values point to a nearer node (line 
7). After that, it informs to ant query of the initial node of the path how many 
documents the Forward Ant found and which path used (line 13). 
    The Algorithm 4 presents the concurrent behavior for each update ant which 
inversely traverses the path given by the Forward Ant. In each node that it visits, it 
updates the pheromone trail using the Equation 6. (line 5)  
 

 Algorithm 2: Forward ant algorithm 
1 in parallel for each Forward Ant x(r,t,R) 
2 initialization: TTL = TTLmax, hops= 0 
3 initialization: path=r, Λ=r, known=r 
4 Results= get_ local_ documents(r) 
5 if results > 0 then 
6     create backward ant y(path, results, t) 
7     activate y 
8 End 
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9 while TTL < 0 and results < R do 
10     La_ results= look ahead(r,t,known) 
11     if la results > 0 then 
12        create backward ant y(path, la results, t) 
13        activate y 
14        results   results + la results 
15     End 
16     if TTL > 0 then 
17        TTL=  TTL – 1 
18     Else 
19        if (results < R) and ( ΔTTL(x, results, hops) > 0) then 
20           TTL=  TTL + ΔTTL(x, results, hops) 
21          change parameters: q= 1, Wdeg =0, β2=0 
22        End 
23      End 
24 Hops=  hops + 1 
25 Known=  known∪ [ ( r ∪  Γ(r)) 
25 Λ = Λ ∪  r 
27 r =  ℓ(x,r,t) 
28 add to path(r) 
29 End 
30 create update ant z(x, path, t) 
31 activate z 
32 kill x 
33 end of in parallel 

6   Experiments 

In this section, we describe the experiments we carried during the comparisons of 
the AdaNAS and NAS algorithms. 

6.1   Generation of the Test Data 

A SQRP instance is formed by three separate files: topology, repositories, and 
queries. We generated the experimental instances following largely those of NAS 
reported by Cruz et al. [11] in order to achieve comparable results. The structure 
of the environment in which is carried out the process described is called topology, 
and refers to the pattern of connections that form the nodes on the network. The 
generation of the topology (T) was based on the method of Barabási et al. [7] to 
create a scale-free network. We created topologies with 1, 024 nodes; the number 
of nodes was selected based on recommendations in the literature [5, 25]. 
 

 Algorithm 3: Backward ant algorithm 
1 initialization: hops= 0 
2 in parallel for each backward ant y(path, results, t) 
3 for i =⎜ path⎜ - 1 to 1 do 
4      r =  path(i - 1) 
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5     s =  pathi 
6     hops=  hops + 1 
7     if Dr;s;t > hops then 
8        Dr;s;t =  hops 
9        Hr;s;t =  result 
10        Nr;s;t = pathh  
11    End 
12 End 
13 send (results, path) to the query ant located in path1 
14 kill y 
15 end of in parallel 

 
 Algorithm 4: Update ant algorithm  
1 in parallel for each update ant z(path, t, x) 
2 for i= ⎜path⎜ - 1 to 1 do 
3      r =  path(i - 1) 
4     s =  pathi 
5     τr;s;t=   τr;s;t + Δτr;s;t(x) 
6 End 
7 kill z 
8 end of in parallel 

 
    The local repository (R) of each node was generated using “topics” obtained 
from ACM Computing Classification System taxonomy (ACMCCS). This data-
base contains a total of 910 distinct topics. Also the content are scale-free: the 
nodes contain many documents in their repositories on the same topic (identified 
by keywords) and only few documents on other topics.  
    For the generation of the queries (Q), each node was assigned a list of possible 
topics to search. This list is limited by the total amount of topics of the ACMCCS. 
During each step of the experiment, each node has a probability of 0.1 to launch a 
query, selecting the topic uniformly at random within the list of possible topics of 
the node repository. The probability distribution of Q determines how often the 
query will be repeated in the network. When the distribution is uniform, each 
query is duplicated 100 times in average. 

 
Table 1. Parameter configuration of the NAS algorithm. 

 
PARAMETER VALUE DEFINITION 

α  0.07 Global pheromone evaporation factor 
ρ  0.07 Local pheromone evaporation factor 
β  2 Intensifier of pheromone trail 
τ0   0.009 Pheromone table initialization 
q0 0.9 Relative importance between exploration and exploita-

tion 
R 10 Maximum number of results to retrieve 

TTLmax 10 Initial TTL of the Forward Ants 
W 0.5 Relative importance of the resources found and TTL 



260 C.G. Santillán et al.
 

Table 2. Parameter configuration of the AdaNAS algorithm. 

PARAMETER VALUE DEFINITION 
ρ  0.07 Local pheromone evaporation factor 
Β1  2 Intensification of local measurements (degree and dis-

tance) in transition rule. 
Β2  1 Intensification of pheromone trail in the in the transi-

tion rule. 
τ0   0.009 Pheromone table initialization 
q 0.9 Relative importance between exploration and Exploita-

tion in the transition rule. 
R 10 Maximum number of results to retrieve 

TTLmax 10 Initial TTL of the Forward Ants 
wh 0.5 Relative importance of the hits and hops in the incre-

ment rule 
wdeg 1 Degree’s influence in the transition rule 
wdist 1 Distance’s influence in the transition rule 

 
    The topology and the repositories were created static, whereas the queries were 
launched randomly during the simulation. Each simulation was run for 15,000 
queries during 500 time units, each unit has 100ms. The average performance was 
studied by computing three performance measures of each 100 queries: 

• Average hops, defined as the average amount of links traveled by a Forward 
Ant until its death, that is, reaching either the maximum amount of results re-
quired R or running out of TTL. 

• Average hits, defined as the average number of resources found by each 
Forward Ant until its death.  

• Average efficiency, defined as the average of resources found per traversed 
edge (hits/hops). 

6.2   Parameters 

The configuration of the algorithms used in the experimentation is shown in Ta-
bles 1 and 2. The first column is the parameter, the second column is the parame-
ter value and the third column is a description of the parameter. These parameter 
values were based on recommendations of the literature [11, 14, 25, 30, 31]. 

6.3   Results 

The goal of the experiments was to examine the effect of the strategies incorpo-
rated in the AdaNAS algorithm and determine whether there is a significant con-
tribution to the average efficiency. The main objective of SQRP is to find a set of 
paths among the nodes launching the queries and the nodes containing the re-
sources, such that the efficiency is greater, this is, the quantity of found resources 
is maximized and the quantity of steps given to find the resources is minimized.  
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Fig. 2. Learning evolution in terms of the number of resources found for AdaNAS and NAS 
algorithms. 

 

 
 
Fig. 3. Learning evolution in terms of the length of the route taken for AdaNAS and NAS 
algorithms. 
 

 
    Figure 2 shows the average hits performed during 15,000 queries with AdaNAS 
and NAS algorithms on an example instance. NAS starts off approximately at 13.4 
hits per query; at the end, the average hit increases to 14.7 hits per query. For 
AdaNAS the average hit starts at 16 and after 15,000 queries the average hit ends 
at 18.3. On the other hand, Figure 3 shows the average hops performed during a 
set of queries with NAS and AdaNAS. NAS starts approximately at 17.4 hops per 
query; at the end, the average hops decrease to 15.7 hops per query. For AdaNAS 
the average hops starts at 13.7 and after 15, 000 queries the average hops ends at 
9.1. Finally, Figure 4 shows the average efficiency performed during a set of que-
ries. NAS starts approximately at 0.76 hits per hop; at the end, it increases to 0.93 
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hits per hop. For AdaNAS the average efficiency starts at 1.17 hits per hop and af-
ter 15, 000 queries the average efficiency ends at 2. 
    The adaptive strategies of AdaNAS show an increment of 24.5% of found doc-
uments, but the biggest contribution is a reduction of hops in 40%, giving  
efficiency approximately twice better on the final performance of NAS. This ob-
servation suggests that the use of degree instead of DDC was profitable. In addi-
tion, the incorporation of the survival rule permits to improve the efficiency,  
because it guides the Forward Ants to nodes that can satisfy the query. Moreover, 
in future works it will be important to study adaptive strategies for other parame-
ters as well as the initial algorithm parameter configuration in search of further 
improvement in the efficiency. 
 

 

Fig. 4. Learning evolution in terms of the efficiency (hits/ hop) for AdaNAS and NAS  
algorithms. 

 

Fig. 5. Comparison between NAS and AdaNAS experimenting with 90 instances. 
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    Figure 5 shows the results of the different experiments applied to NAS and 
AdaNAS on thirty runnings for each ninety different instances generated with the 
characteristics described in Section 6.1. It can been seen from it that on all the in-
stances the AdaNAS algorithm outperforms NAS. On average, AdaNAS had an 
efficiency 81% better than NAS. 

7   Conclusions 

For the solution of SQRP, we proposed a novel algorithm called AdaNAS that is 
based on existing ant-colony algorithms. This algorithm incorporates parameters 
adaptive control techniques to estimate a proper TTL value for dynamic text query 
routing. 
    In addition, it incorporates local strategies that take advantage of the environ-
ment on local level, three functions were used to learn from past performance. 
This combination resulted in a lower hop count and an improved hit count, outper-
forming the NAS algorithm. Our experiments confirmed that the proposed tech-
niques are more effective at improving search efficiency. Specifically the  
AdaNAS algorithm in the efficiency showed an improvement of the 81% in the 
performance efficiency over the NAS algorithm.  
    As future work, we plan to study more profoundly the relation among SQRP 
characteristics, the configuration of the algorithm and the local environment strat-
egies employed in the learning curve of ant-colony algorithms, as well as their ef-
fect on the performance of hop and hit count measures. 
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Abstract. In this paper the linear Ordering Problem (LOP) is approached. This 
problem consists in to find an ordering of rows and columns of a matrix weights, 
such that the sum of all the values above the main diagonal is minimized. We pro-
pose in this ongoing research, increases the efficiency of exploration method in 
the insertion neighborhood in the state of the art Tabu search solution. The ap-
proach is evaluated on the broad set of standard instances that include the most 
difficult XLOLIB instances, from which the optima values are unknown.  The re-
sults for instances which optimum values are known (OI), show that the proposed 
method has obtained reductions in execution time ranging between 21% and 97%, 
while, for the most difficult instances included in the set with unknown optima 
(BI), the reduction reaching 98%.Wilcoxon test is used to prove that the proposed 
method ITS, obtains similar % average error for OI instances than the reference 
method RTS, and a significance reduction in the average time. Now we are work-
ing in developing additional diversification strategies that take advantage of the 
savings in time to explore new regions of the search space. 

Keywords: Linear Ordering Problem, Metaheuristic Algorithms, Tabu Search,  
Insertion Neighborhood Exploration.  

1   Introduction 

The Linear Ordering Problem (LOP) has an important application the economy 
field. Leontief economic model [12] represents a country's economy into sectors, 
and summarizes the interdependence between these sectors in the Input-Output 
Tables. The process of maximization of these tables is called the triangulation 
problem, and it provides important indicators to characterize the degree of stability 
of the economy of a country or region. This problem consist in simultaneously 
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permute the rows and columns of the input-output table, to maximize the sum of 
the values on the main diagonal, which is equivalent to the LOP problem. The li-
near ordering problem can be described as a combinatorial optimization problem 
as follows: “Given a matrix of weights , , of size n x n, the problem is finding 
a permutation of columns and rows that maximizes the sum of the weights in the 
upper triangle of matrix” [7]. 

                                         1.1  

Where the permutation p indicates the order in which columns and rows of C are 
considered, while pi, pj are the elements in i and j positions in the permutation, and 
the weight in the pi row, pj column of the matrix  is  The linear ordering 

problem is NP-Hard by its equivalence to the acyclic subdigraph problem and the 
minimum weight Feedback arc set problem [9] and [5]. 

2   Related Work 

LOP has generated considerable research since 1958, when Chenery and Wata-
nabe [4] described a heuristic which was developed in the sector of the economy. 
The sectors in input-output tables are ordered using a greedy algorithm in which 
sectors that have greater input into other sectors are first chosen within the permu-
tation, where the contribution of the sectors is given by the equation: 

                                                      2.1  

Chenery successively builds a sort, choosing in each step the most attractive 
sector of the sectors that have not yet been selected. 

Becker proposed another heuristic based on calculating quotas to assign a rank 
to each node in the graph. The proposed procedure is fast and produces reasonable 
results considering its simplicity. Today Becker algorithm is a good constructive 
algorithm for the linear ordering problem [1], based on a heuristic value qi for 
each sector, this value is obtained by the following equation: ∑∑                                                       2.2  

Chanas and Kobylanski (CK) [3] propose a method based on the symmetry 
property of the linear ordering problem. This property is observed in the matrix of 
weights and states that if the sum of the upper diagonal elements is maximized, 
then the sum of the elements below the diagonal will be minimized. This feature 
of symmetry of the problem is exploited in the CK method to escape local opti-
mum. After several iterations of local search, when the process is trapped in a lo-
cal optimum S, then applies an operation that reverse the solution S, resulting in S* 
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which is the reverse permutation. Then, he applies the local search process to S *, 
until the search process again becomes trapped in a local optimum. The process 
continues to invest the solution and repeating the local search, until it reaches a 
stop condition. 

Although described heuristics achieve good results for the problem that is being 
studied, these have been superseded by methods based on metaheuristic algo-
rithms, which implement strategies to escape from local optima. Several research 
works have focused on developing solutions for high-performance metaheuristics.  

Prominent among them is the tabu metaheuristic with intensification and diver-
sification developed by Laguna [1], who evaluated two procedures, one limited to 
structures of short-term memory and other components that incorporates long-
term memory for diversification purposes, and a strategy of Path Relinking to  
enhance intensification. Starting with a random permutation, the short-term proce-
dure alternates between phases of intensification and diversification. In the first 
phase explores elements of the permutation that are known a priori that when 
placed in other positions can produce solutions with better objective value. By 
contrast in diversification, preference is given to items that have not been explored 
for their little contribution in the objective function, but they help guide the search 
in space exploration to other regions that have not yet been reviewed. 

Promising results achieved scatter search method (SS) implemented by Vicente 
Campos [2]. In this metaheuristic, population build solutions based on an iterative 
process of combining and improving operating on a set of reference solutions, and 
builds on concepts developed by Glover scatter search [10]. The results show that 
this method has a performance comparable to the methods of solution of the state 
of the art. Apply several concepts that can be integrated with other techniques for 
hybridization of metaheuristics [2]. 

Another outstanding solution for LOP, is the algorithm of variable neighbor-
hood search, implemented by Garcia. This algorithm combines two neighborhoods 
to improve the efficiency of the process of exploring the search space. Garcia pro-
poses a hybrid method, which binds the variable neighborhood tabu search with a 
short-term. In their research, Garcia and Perez-Brito show that the algorithm has a 
performance comparable to the best in the literature [8]. 

Tommaso Schiavinotto and Thomas Stützle [13] conducted a broad study of the 
search space for the available standard instances; the results show a fitness-
distance correlation for many of the instances, directing the research towards the 
development of efficient metaheuristics that include adaptive reset.  They applied 
iterated local search and memetic algorithms, and evaluated three neighborhoods 
for local search, one based on exchange movements, whose size is n (n-1) / 2, one 
based on insert movements, which has size (n-1)2, and cost of exploration O (n3). 
Additionally, they propose a new strategy, to visit all elements in the insert neigh-
borhood in O (n2), where the insert movements are made by applying the strategy 
used by Congram in Dynasearch [6], which is to implement an integral movement 
through a series of consecutive swap movements. 

In this work we propose increases the efficiency of exploration method of the 
insertion neighborhood in the LOP Tabu solution, using consecutive swaps. 
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3   Proposed Method 

The proposed method uses a Tabu search metaheuristic algorithm based on Tabu 
solution implemented by Manuel Laguna [8], which incorporates an improvement 
in the process of exploring the insertion neighborhood. In this work also is incor-
porated a strategy to allow a less expensive calculation of the value of the objec-
tive function. The improvement in the exploration is based on the integration 
through consecutive swaps proposed by Congram [6 ] and Schiavinotto [13].  

Tabu search algorithm developed by Laguna, alternates between phases of in-
tensification and diversification. The first phase is performed by a cycle of best 
movements that applies a first local search in the last iteration; this phase is rein-
forced by a path relinking strategy, which uses elite solutions to intensify the 
search into promising regions. Worth mentioning here, that a local search is ap-
plied to intermediate solutions once every four iterations. The diversification 
phase is done through a process of short-term memory based on frequency, in 
which sectors are moved toward positions that have been less employed along the 
search. This phase is complemented by a process of long-term memory inspired 
by the heuristic developed by Chanas and Kobylansky [3], which uses reverse 
permutation movements. This process consist in obtaining the average frequency 
of the positions of sectors on a set of elite solutions and then to apply reverse per-
mutation, moving each sector to its symmetrical position to generate new  
solutions. 

3.1   Main Idea 

As described in the state of the art, the results obtained by Schiavinotto [13] show 
that exploration with insertion movements using consecutive swaps both in the 
memetic solution and in the iterated local search has a much lower computational 
cost that when they’re performed by direct insertion. We propose that the results 
by incorporating this strategy in the Tabu solution method are in the same direc-
tion, because during the Tabu search process, the insertion movement is intensive-
ly applied. 

3.2   Improving the Neighborhood Exploration 

The insertion neighborhood is one of the most commonly used in the state of the 
art, and is the same as described by Laguna in his work about Tabu search for 
LOP [11]. This neighborhood is about moving the element located at position i to 
position j, as shown below: , ,  … , , , … , , , , …  ;… , , , , … , , , …  ;                3.1  

The computational cost for exploring this neighborhood is O (n3), however it is 
shown that the insertion of an element can be implemented using swap moves be-
tween consecutive elements, which leads to more efficient exploration of the 
search space, so that the cost is reduced to O (n2). This provides a great advantage 
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in their algorithm, because it uses intensively this feature. Under this lines the 
movement of insertion is shown, conducted through a series of swap adjacent 
moves: , ,  … , , , , … , , , ,                 3.2                      

 

       , , 1 , , , 2 , … , , , 1 , , ,   
  . . , , , , … , , . . , , , … , , , . . , … , . . , , , , . . , 

 

                 . . , , , , . .  

    On the other hand an operation inherent to calculate the objective function 
through savings is applied, avoiding recalculation of the contribution of all the 
elements of the permutation in the objective function value. This operation is ex-
pressed as follows: 

∆ , ,     ;
                                 3.3  

The insertion by adjacent swaps is more efficient, because by doing an insertion 
movement from i to j, the intermediate movements of exchange are used to eva-
luate the intermediate solutions. The assessment of these intermediate solutions 
involves a lower cost in the calculation of the objective function considering only 
increases or decreases due to minor changes produced by each adjacent swap 
movement [13]. 

3.3   Example 

The following example shows the insertion NI ((1, 3, 5, 2, 4), 2, 5), by a simple in-
sertion movement and through a sequence of swap movements. 

Simple Insertion movement involves three shifts, and the insert operation. 
 
NI ({1, 3, 5, 2, 4})  {1, 5, 2, 4, 3}, 
 
Insertion through swap movements of adjacent items involves three swap 

movements: 
 
NIS ({1, 3, 5, 2, 4}) {1, 3, 5, 2, 4} + {1, 5, 3, 2, 4} + {1, 5, 2, 3, 4}  
                                 

           {1, 5, 2, 4, 3}  
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4   Experimental Results 

Reference solution was coded in C++, using a Visual Studio framework 3.5, li-
censed with a student key. Experiments were done in a Dell Poweredge computer 
with an Intel Xeon dual-core processor 3.02GHz, with a 4 Gb Ram memory and 
60 Gb HD. The code of the reference algorithm is executed for different sets of in-
stances using a random initial seed based on the computer clock to generate the 
random numbers, in only one program execution, using 100 global iterations.  The 
used instances were LOLIB, SGB, RandAI, RandAII, RandB, MB, XLOLIB and 
Spec., organized into two groups: OI, which includes instances where the optimal 
values are known, and BI, which include instances of which only the best solution 
is known.  Further information on these instances is in [11] and [13]. 

Tables 1 and 2 show the comparative performance of the implemented tabu 
search algorithm (ITS) compared to the reference tabu search of the state of the art 
(RTS) [11]; results correspond to the instances OI. As can be seen, the perfor-
mance of the reference algorithm implemented is similar to the state of the art Ta-
bu algorithm. Based on the results of this initial assessment is concluded that the 
reference implementation can be relied upon to prove the exploration strategy of 
neighborhood integration in this reference we include the less expensive strategy 
to calculate the objective function value. 

Tables 3 and 4, show the results of exploring the insertion neighborhood 
through consecutive swaps. Table 3 is a comparative of the performance for the OI 
instances and table 4 shows the performance of BI instances. It can be seen that 
RTS and ITS algorithm obtained a similar average error percentage. However, for 
the execution time there is a substantial improvement percentage with the pro-
posed strategy, this is ranging between 47% for shorter instances (LOLIB), 97% 
for greater instances (MB), and for BI instances a reduction in time of 97% was 
obtained.  

In addition, an experimental study based on the Wilcoxon nonparametric test is 
applied to compare the results of quality and efficiency of the evaluated algo-
rithms. For this test, were performed 100 iterations of each algorithm for instances 
OI and BI, calculating the average error and the average time. Table 5 shows only 
the test parameter results for the six sets of instances included in OI: LOLIB, 
SGB, RandA2, RandB, MB and Spec. However, as BI only includes five sets of 
instances the Wilcoxon test cannot be applied. 

First column in the table 5 contains the performance indicator used in the test, 
next three columns contain the main parameters of the Wilcoxon test and the last 
column contains the decision of acceptance or rejection of the null hypothesis H0: 
µRTS = µITS. 

In this table, when R+ is lower than R-, indicate than proposed ITS is better than 
RTS, otherwise is worse. Although, when the lower value between R+ and R- is 
greater than the reference value in Wilcoxon table for the significance level α= 
0.005 the results are not significant, and the null hypothesis is accepted, otherwise 
the hypothesis is rejected.   
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Table 1. Performance of the reference tabu solution (RTS).  
 

Algorithm 
Basic Tabu 

Search 
TS + Path Re-

linking 
TS + Long 

Term Memory 
Complete TS 

Objective Function 
Value 

22040159 22040160.9 22041257.7 22041261 

Average error 0.04 0.04 0.001237 0.0007 
# Optima 30 30 44 47 

Time 0.33 0.54 0.67 0.93 

 
Table 2. Performance of the implemented tabu solution (ITS). 

 

Algorithm 
Basic Tabu 

Search 
TS + Path Re-

linking 
TS + Long Term 

Memory 
Complete TS 

Objective Func-
tion Value 

22038469.4 22041169.6 22041253.5 22041262.6 

Average error 0.0435 0.0177 0.0031 0.0003 
# Optima 30 40 42 47 

Time 0.263938 0.267632 0.547204 0.5477007 

 
Table 3. Comparative summary of the performance of the reference tabu solution (RTS) 
and the implemented tabu solution (ITS) with swap insertion neighborhood for OI  
instances. 

  

Instances 
Performance 

indicators 
RTS with Swap Inser-

tion  Neighborhood  
ITS  with Swap Adjacent 
Insertion Neighborhood  

% Improve-
ment 

LOLIB 
% Error 0.0000574 0.010668 -1.05 
#Optima 42 32 - 

Average Time 0.81148 0.06436 41.24 

SGB 
% Error 0.0000262 0.015542933 -1.52 
#Optima 11 4 - 

Average Time 3.1262 0.14684 72.20 

RandA2 
% Error 0.010296 0.018395 -4.59 
#Optima 9 3 - 

Average Time 3.81928 0.2356 74.36 

RandB 
% Error 0.020517 0.048236 -2.7 
#Optima 9 35 - 

Average Time 0.34552 0.04968 21.9 

MB 
% Error 0.000645 0.0079850 -0.72 
#Optima 14 1 - 

Average Time 67.897 0.8761 97.2 

Spec 
% Error 0.72956 0.72261 -0.4 
#Optima 21 23 - 

Average Time 1.1266 0.08844 48.78 
% Average Error 0.12823 0.13724 -0.79 

#Total Best Known 147 98 - 
Total Average Time 12.8544 0.2435 91.02 
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Table 4. Comparative summary of the performance of the reference tabu solution (RTS) 
and the implemented tabu solution (ITS) with swap insertion neighborhood for BI  
instances. 

 

Instances Algorithm 
RTS with Swap Inser-

tion  Neighborhood 
ITS  with Swap Adjacent 
Insertion Neighborhood 

%  
Improvement 

RandA1 

% Error 0.38688 0.45104 -4.22 
# Best Known 1 0 - 
Average time  

Ti
563.22836 7.40104 98.68 

RandA2 

% Error 0.01870 0.02965 -1.06 
# Best Known 1 0 - 
Average time 

Ti
32.84614 0.84582 97.42 

RandB 

% Error 0.04786 0.17145 -10.5 
# Best Known 7 6 - 

Average Time 0.59995 0.005 99.16 

XLOLIB 

% Error 1.05663 1.12122 -6.25 
# Best Known 0 0 - 

Average Time 105.863103 1.82471 98.27 

Spec. 

% Error 0.257624 0.43753 -12.51 
# Best Known 2 2 - 

Average Time 70.8637143 2.00457 97.17 

% Average  Error 0.35354 0.44218 -6.14 
# Total Best Known 11 8 - 

Total Average Time 154.68025 2.41622 98.43 

 
Table 5. Wilcoxon test for reference tabu solution (RTS) and the implemented tabu solu-
tion (ITS) with swap insertion neighborhood for OI instances. 
 

RTS vs ITS R+ R- Wilcoxon Table 
Ref. Value 

A (Accepted) 
    R (Rejected) 

% Average  Error 20 1 0 A 
Average Time 0 21 0 R 

5   Conclusions and Future Work 

In this paper, a strategy of improvement for the tabu search solution of the state of 
the art developed by Laguna [11] is implemented. This strategy reduces the cost of 
exploration in the insertion neighborhood from O (n3) to O (n2), by inserting 
through swaps of elements in adjacent positions, including the method that reduc-
es the cost of calculating the value of the objective function using a matrix of dif-
ferences that is calculated off-line.  

These improvements are assessed for instances OI and BI. The results show 
that for instances OI, execution time reductions are obtained which represent im-
provements ranging from 21% for instances Rand B, up to 97% for MB instances, 
maintaining a similar performance in the quality of solutions than in the reference 
method. A similar situation but with more emphasis on the reduction occurs in  
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instances BI, for which significant reductions are obtained, representing an im-
provement over 90% for all instances of the group, however this entails a reduc-
tion in the quality of the solutions close to 6% compared to the results of the  
reference method. The Wilcoxon test obtained not significance differences  
in % average error for the evaluated algorithms, and significance differences in 
average time.  

It can be seen that for both sets of instances a very substantial reduction in the 
execution time is achieved. The results suggest the possibility of combining these 
improvements with strategies focused on increasing diversification in the algo-
rithm, investing the saved time in basic processes, in the exploration of new re-
gions of search space. 
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Abstract. In this paper, we propose a new optimization method for soft computing 
problems, which is inspired on a nature paradigm: the reaction methods existing 
on chemistry, and the way the elements combine with each other to form com-
pounds, in other words, quantum chemistry. This paper is the first approach for the 
proposed method, and it presents the background, main ideas, desired goals and 
preliminary results in optimization. 

1   Introduction 

Several works have proved the relevance of computing techniques to solve diverse 
kinds of problems, including forecasting, control and pattern recognition among 
others [14][15][16]. 

These techniques not only comply with their objective, but they also promote 
the creation of new ways to give solutions and improve the actual methods as well 
[5][6][7]. 

One of the main difficulties when designing the structure of a solution method 
is the tuning of the parameters; which are the key to the success of these applica-
tions. These parameters will vary depending on the complexity of the problem and 
the method used to find the solution; and in some cases, they stem from our own 
ability to conceptualize the problem itself, taking in account, the inputs of the sys-
tem and the expected output values. 

Due to these facts, several optimization strategies based on nature paradigms 
have arisen. From Ant Colony Optimization, to Particle Swarm Optimization 
among others, these strategies had emerged as an alternative way to solve prob-
lems [3][4][8][9][10][12][13]. 

For this work, we will be observing the process in which the different elements 
existing in nature are created, behave and interact with each other to form chemi-
cal compounds. 

The structure of this paper is the following. Section 2 shows a brief description 
of the chemical method that inspired this investigation; section 3 describes the 
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proposed method and first approach; section 4 shows the preliminary experiment 
results; in section 5 we describe the current and future work and section 6 shows 
some references. 

2   Chemical Paradigm 

In order to have a better understanding of the process that we intend to model, we 
present some general definitions [1][2]. 

Chemistry is the study of matter and energy and the interaction between them, 
including the composition, the properties, the structure, the changes which it un-
dergoes, and the laws governing those changes. A substance is a form of matter 
that has a defined composition and characteristic properties. There are two kinds 
of substances: elements and compounds. 

An element is a substance that cannot be broken down into simpler substances 
by ordinary means. It is apparent from the wide variety of different materials in 
the world that there are a great many ways to combine elements.  

Compounds are substances formed by two or more elements combined in defi-
nite proportions through a chemical reaction. There are millions of known com-
pounds, and thousands of new ones are discovered or synthesized each year. 

A chemical reaction is a change in which at least one substance changes its 
composition and its sets of properties; they are classified into 4 types. 

 
Type 1: combination reactions: (B+C → BC). 
A combination reaction is a reaction of two reactants to produce one product. The 
simplest combination reactions are the reactions of two elements to form a compound. 
After all, if two elements are treated with each other, they can either react or not. 

 
Type 2: decomposition reactions: (BC → B+C). 
The second type of simple reaction is decomposition. This reaction is also easy to 
recognize. Typically, only one reactant is given. A type of energy, such as heat or 
electricity, may also be indicated. The reactant usually decomposes to its ele-
ments, to an element and a simpler compound, or to two simpler compounds. 

Binary compounds may yield two elements or an element and a simpler com-
pound. Ternary (three-element) compounds may yield an element and a compound 
or two simpler compounds. These possibilities are shown in the Figure 1. 
Type 3: substitution reactions: (C + AB → AC + B). 
Elements have varying abilities to combine. Among the most reactive metals are 
the alkali metals and the alkaline earth metals. On the opposite end of the scale of 
reactivities, among the least active metals or the most stable metals are silver and 
gold, prized for their lack of reactivity. Reactive means the opposite of stable, but 
means the same as active. 

When a free element reacts with a compound of different elements, the free 
element will replace one of the elements in the compound if the free element is 
more reactive than the element it replaces. In general, a free metal will replace the 
metal in the compound, or a free nonmetal will replace the nonmetal in the com-
pound. A new compound and a new free element are produced. 
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Fig. 1. Decomposition possibilities 

 
Type 4: double-substitution reactions: (AB + CD → CB + AD). 
Double-substitution or double-replacement reactions, also called double-
decomposition reactions or metathesis reactions, involve two ionic compounds, 
most often in aqueous solution. In this type of reaction, the cations simply swap 
anions. The reaction proceeds if a solid or a covalent compound is formed from 
ions in solution. All gases at room temperature are covalent. Some reactions of 
ionic solids plus ions in solution also occur. Otherwise, no reaction takes place. 

Just as with replacement reactions, double-replacement reactions may or may 
not proceed. They need a driving force. In replacement reactions the driving force 
is reactivity; here it is insolubility or covalence. 

3   Modeling the Chemical Paradigm 

Now that we have described the natural paradigm that we intent to mimic, the next 
step is to define the general structure of our optimization algorithm; which, ini-
tially will be developed in 5 phases: a combination algorithm, a decomposition al-
gorithm, a substitution algorithm, a double-substitution algorithm and the final  
algorithm, which will be the combination of all the previous four. 

The steps to consider in this optimization method will be as follows: 
 

1. First, we need to generate an initial pool of elements/compounds. 
2. Once we have the initial pool, we have to evaluate it. 
3. Based on the previous evaluation, we will select some ele-

ments/compounds to “induce” a reaction. 
4. Given the result of the reaction, we will evaluate the obtained ele-

ments/compounds. 
5. Repeat the steps until the algorithm meets the criteria (desired result or 

maximum number of iterations is reached). 
 

In order to start testing the phases of the algorithm, we will be applying these to 
the following (but not restricted to) functions: De Jong’s and Rosenberg’s func-
tions [11][12]. 

Binary compound 

Ternary compound 

Two elements 

An element and a compound 

Two compounds 
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4   Preliminary Experimental Results 

Figure 2 shows the De Jong’s first function also called the sphere model, which is 
continuous, convex, unimodal and is represented by the equation: 

       ∑
=

=
n

i
ixxf

1

2
1 )( .                               (1) 

The domain is given by:  

∞≤≤∞− ix ,                                 (2) 

And has a global minimum represented by: 
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Fig. 2. De Jong’s Function 

The fist approach to solve this equation is given by applying a minimization al-
gorithm based on the decomposition reactions. 

The main idea of this particular algorithm is, given a random set of initial num-
bers, decompose each one into smaller numbers in a way that can be represented 
by a binary tree, where each ensuing node will be decomposed as well into smaller 
numbers, to lead the result into the minimum of the function. 

To start from the simplest option, in these early experiments all decomposed 
elements are considered to have the same value, and they are given by: 

   Decomposed_Element(n)=Element/m.                          (4) 
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Where n is the element index and m is the number of decomposed elements  
generated.  

Because the resulting values are the same for each decomposed element, only 
one will be selected to be evaluated in the function. 

Let’s consider an initial pool of 5 elements (randomly generated); each one will 
be decomposed in 3 sub elements throughout 10 iterations.  

Table 1 shows the final and average values of the best and worst result reached 
by the algorithm throughout 30 experiments.  

Table 2 shows the standard deviation calculated by iteration throughout 30  
experiments. 

Figure 3 shows the minimized values trough the 10 iterations of experiment 
number 2.  

In Figure 4 we can see the behavior of the algorithm along the 30 experiments, 
where every experiment is represented by “Cycles” of 10 iterations each. 

Table 1. Worst and best results throughout 30 experiments evaluating the first De Jong’s 
Function. 

Experiment 
No. 

Minimum value Average value Comments 

1 1.271e-06 50.38 Worst result 
2 3.22e-10 0.013 Best result 

Table 2. Standard deviation per trial in 30 experiments evaluating the first De Jong’s  
Function. 

Trial Standard Deviation 

1 154.889096154112 

2 17.2098995726791 

3 1.91221106363101 

4 0.212467895959001 

5 0.0236075439954446 

6 0.00262306044393829 

7 0.000291451160437587 

8 3.23834622708430e-05 

9 3.59816247453812e-06 

10 3.99795830504235e-07 
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Fig. 3. Minimum value reached in experiment no. 2. 
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Fig. 4. Minimum values reached per experiment in 30 cycles. 

5   Conclusions 

In this paper, we introduced the first approach to a new optimization method that 
tries to mimic the way the elements combine with each other to achieve a chemical 
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compound. The first De Jong’s function also called the sphere model was used to 
evaluate the first development phase of the optimization algorithm. At the time, 
more functions are being evaluated to pursue the tuning of the algorithm itself.  
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Abstract. Currently, the standard in supervised Artificial Neural Networks (ANNs) 
research is to use the backpropagation (BP) algorithm or one of its improved va-
riants, for training. In this chapter, we present an improvement to the most widely 
used BP learning algorithm using (1+1) evolutionary Strategy (ES), one of the most 
widely used artificial evolution paradigms. The goal is to provide a method that can 
adaptively change the main learning parameters of the BP algorithm in an uncon-
strained manner. The BP/ES algorithm we propose is simple to implement and can 
be used in combination with various improved versions of BP. In our experimental 
tests we can see a substantial improvement in ANN performance, in some cases a 
reduction of more than 50% in error for time series prediction on a standard 
benchmark test. Therefore, we believe that our proposal effectively combines the 
learning abilities of BP with the global search of ES to provide a useful tool that 
improves the quality of learning for BP-based methods. 

1   Introduction 

Over the last two decades, Artificial Neural Networks (ANNs) have gained great 
acceptance as a powerful method for learning and pattern recognition. In essence, 
ANNs are mathematical and computational models for information processing that 
base their core functionality on an abstract representation of the central nervous 
systems of biological organisms [15]. Currently, there are many types of ANNs, 
but probably the most widely-known is the multilayer perceptron (MLP), which 
normally uses a feed-forward and fully connected architecture [15]. After choos-
ing a desired network topology, a MLP must be assigned the correct set of connec-
tion weights in order for it to be able to perform a useful task. This is achieved by 
using some sort of learning method, of which the most common is the backpropa-
gation (BP) algorithm [14].  
    The BP algorithm is a gradient descent method that propagates the mean square 
error from the output layer to the input layer taking into account all hidden layers. 
For years, this algorithm has been considered the standard approach towards learn-
ing in supervised ANN literature. However, it is well-known that the BP is  
hampered by three noteworthy shortcomings. First, the BP suffers from several 
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learning problems, such as overtraining and a slow convergence. Second, it can 
lead to network paralysis where the algorithm in unable to significantly modify the 
connection weights. And third, it often gets trapped in local minima, a common 
problem in gradient-based methods. 
    In order to overcome these shortcomings, several improvements to the basic BP 
algorithm have been proposed [15, 6, 9], which basically attempt to add mechan-
isms by which the training process can proceed in a smoother and less constrained 
manner. These algorithms use methods that can dynamically change  
certain parameters of the BP algorithm or add new ones that improve the conver-
gence. For instance, it is possible to dynamically change the learning rate parame-
ter using what is known as the gradient descent with adaptive learning rate  
algorithm. Another example is the gradient descent with momentum algorithm, 
which adds a new parameter that allows for a smoother convergence during learn-
ing. Moreover, it is also possible to combine these methods in order to produce a 
more robust learning process.    
    The improved versions of the BP algorithm have in fact proven to be superior to 
the basic BP, and are the norm in MLP training. Nevertheless, one drawback of 
these methods is that they tend to require several ad-hoc decisions in order to 
correctly parameterize them and successfully apply them in real-world problems.  
Furthermore, while the new parameters these methods introduce allow adaptive 
changes during training, these parameters themselves remain constant throughout 
the entire process. This constrains the manner in which the learning parameters 
can be adapted to fit the current error surface. 
    In order to overcome this, some researchers have turned to evolutionary algo-
rithms in order to search for an optimal set of connection weights, thereby com-
pletely avoiding gradient-based learning [21]. However, we feel that such an  
approach does not take advantage of the local optimization capabilities of gra-
dient-based methods. Therefore, we propose a hybrid approach that combines the 
learning improvements of previously proposed methods with an evolutionary 
search process.     
    The proposal we develop dynamically modifies the parameters used by the BP 
algorithm, in an unconstrained manner using a (1+1) evolutionary strategy. We 
hypothesize that by doing so the learning process will converge to a better set of 
connection weights, and that this will be reflected in test errors when applied to a 
benchmark problem. In this chapter, the above claim is supported by several expe-
rimental tests that provide a proof of concept of our proposal. 

The remainder of this chapter is organized as follows. Section 2 contains a brief 
introduction to supervised ANNs, describes the BP algorithm and some of the 
most widely used improved variants. Then, in Section 3 we present the problem 
we address in our work and introduce the proposal we have developed using evo-
lutionary computation. Afterwards, the experimental results are given in Section 4. 
Finally, Section 5 contains summary and concluding remarks. 

2   Background and Basic Concepts 

This section contains a brief introduction to ANNs, the MLP and the BP  
algorithm. 
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3. - Compute the error between the desired output, d, and the output produced 

by the ANN y, this is given by          
4. - Adjust the connection weights according to the following rule, 
      

                                             (1) 
  

In the above equation  represents the learning rate, a parameter that is used to 
modulate the amount by which the connection weights can be modified at each 
iteration of the algorithm. The network   is computed in two ways. First, if n is 

an output node then it is given by    . 

Otherwise, it is given by ƒ ( ) •  +1 +1, where ƒ represents the activa-
tion function of node n.  
    The above process is repeated until a stopping criterion is met, which can be a 
desired minimum error or a maximum number of iterations, also known as epochs. 

2.3   Main Shortcomings of Backpropagation Algorithm 

Despite the success of BP learning, there are some aspects which make the algo-
rithm not guaranteed to be universally useful. Most troublesome is the long train-
ing times that it often requires, and others are also noteworthy, such as: 

 
• Network paralysis: The BP can produce extremely large connection 

weights which, cannot be effectively modified by the constant update 
rule used during training. 

• Local minimum: The error surface for an ANN normally contains many 
peaks and valleys. Given that BP is gradient-based, then it is common for 
the algorithm to fall into local optima. 

• Over-training: It is known that the BP algorithm will tend to produce 
ANNs that are over-fitted to the training examples, and will not respond 
correctly to unseen patterns. 

2.4   Improvements to the Backpropagation Algorithm 

Given the above problems that are often encountered with BP, many researchers 
have proposed improvements to the canonical algorithm that are meant to over-
come them [8] [5]. In what follows, we will give a brief overview of some of the 
more well-known proposals in ANN literature. 

2.4.1   Gradient Descent with Adaptive Learning Rate (GDA) 
One of the first proposed improvements to BP learning was aimed at adaptively 
modifying the learning rate on-line during training [6]. In the standard BP the 
learning rate is constant during the entire training process, it is thus imperative to 
choose a correct value at the beginning. For instance, if the learning rate is set too 
high the algorithm may oscillate and become unstable. Conversely, if the learning 
rate is too small, then convergence will be quite slow. It is known that setting an 
optimal value for  is not a trivial task. Moreover, the optimal value might change 
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during the training process. Therefore, if the learning rate is allowed to change 
during training this might help improve the quality of the learning process. The 
idea is to make the learning rate responsive to the complexity of the local error 
surface. 
    In order to implement this idea, the GDA algorithm modifies BP in the follow-
ing ways. First, the initial network output and error are calculated. At each epoch 
new weights are calculated using the current learning rate. New outputs and errors 
are then calculated, if the new error exceeds the old error by more than a prede-
fined ratio the new weights are discarded and the learning rate is decreased by a 
constant amount, we can call this parameter ∆ . Otherwise, the new weights are 
kept, and if the new error is less than the old error, the learning rate is increased by 
a constant parameter ∆  .Therefore, if a larger learning rate could result in stable 
learning, the learning rate is increased. On the other hand, if the learning rate is 
too high to guarantee a decrease in error, then it is decreased until stable learning 
resumes [9]. 

2.4.2   Gradient Descent with Momentum (GDM) 
Another proposed improvement is the GDM algorithm, which takes a different 
approach towards overcoming some of the shortcomings of BP. It is equivalent to 
the traditional BP algorithm, with an added parameter called the momentum coef-
ficient, which is used when the connection weights are updated [6]. 

   In GDM, the weight update takes into account previous weight changes along 
with the current propagated error. It can be understood as an averaging process 
that does not allow for weight changes that are extremely different relative to the 
previous ones. The update rule proposed in GDM is given by 

 Δ Δ  1   ,                                 (2) 
 

where  is the momentum coefficient, and Δ   is the weight change used in 
the previous epoch. In GDM the momentum coefficient  is held constant 
throughout the entire training process, usually set to 0.9. 

2.4.3   Gradient Descent with Momentum and Adaptive Learning Rate 
(GDX) 

Based on the previous methods, GDA and GDM, the gradient descent algorithm 
with momentum and adaptive learning rates was proposed (GDX), which combines 
the advantages of both BP improvements [6]. For some problem, the combined 
effect of the momentum coefficient and adaptive learning rate has achieved a sub-
stantial performance when compared with the use of each of them independently. 

3   Problem Description and Proposed Method 

We have outlined three of the most common improvements to the BP learning 
algorithm, GDA, GDM and GDX, where the last one is a combination of the other 
two. In GDA, the goal is to adapt the value of the learning rate parameter based on 
the current error surface that is encountered during training. On the other hand, in 
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GDM the goal is to smooth the manner in which the algorithm can change the 
connection weights by taking into account the previously executed weight 
changes. However, by addressing these issues, they raise others. For instance, in 
GDA the learning rate is either increased or decreased by a constant factors ∆ , 
and ∆ . One could argue that the value of these parameters should also be sub-
ject to an adaptive process during training. Furthermore, in GDM the momentum 
coefficient is held constant, and there is no a priori reason to assume that such a 
strategy is optimal. 
    Therefore, in this work we hypothesize that a better learning strategy would be 
able to adaptively modify all of the main parameters of the algorithm in uncon-
strained manner. This follows from the basic argument behind the GDA method, 
where it is assumed that because the error surface changes during training then the 
optimal learning rate should also change. Therefore, we argue that the same logic 
must hold for parameters such as the learning rate step parameters ( ∆ , 
and ∆ ) and the momentum coefficient. For example, in GDA the learning rate 
should be able to increase or decrease during training without the need of constant 
step sizes, and in GDM the momentum can also be adaptively modified. 
    We propose an improvement to BP training that can dynamically change the 
main parameters of the training algorithm without the need for constant step val-
ues. In order to achieve this we develop our proposal using a hybrid algorithm that 
combines an evolutionary search process and the basic BP algorithm. Concretely, 
we use evolutionary strategies as a global search method that adapts the main 
learning parameters during training, and allows the gradient descent algorithm to 
perform a local search over the ANN error surface. Our proposal can accommo-
date the basic BP algorithm as well as any of the previously proposed improve-
ments (GDA, GDM and GDX) without requiring substantial modifications. In 
order to contextualize our contribution, in what follows we provide a brief intro-
duction of how evolutionary computation relates to ANN research. 

3.1   Evolutionary Computation and ANNs 

Evolutionary computation encompasses a large variety of global search and opti-
mization methods that are based on abstract models of Darwinian evolutionary 
theory. Some of the most widely known paradigms are genetic algorithms, evolu-
tionary strategies and genetic programming, all of which are based on similar 
conceptual principles [2]. These methods have proven to be quite robust and flexi-
ble, applicable to a large variety of problem domains.  
    In the case of ANNs, many attempts have been made to use evolutionary me-
thods in order to optimize a specific characteristic of network. In a survey on this 
topic, X. Yao [21] proposes the following taxonomy of works developed in this 
line of research, see Figure 2. He observes that evolutionary methods have been 
applied in three main areas : (1) as a tool used to find the connection weights of an 
ANN [10, 11, 17, 18, 20]; (2) in order to find the optimal ANN topology [4, 22, 
23, 24]; and (3) in order to develop improvements to the learning process [1, 7 , 
12, 13, 19]. In the last group, most works have focused on optimizing the BP pa-
rameters off-line, in order to set optimal values that are used throughout the entire  
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Fig. 2. Areas where evolutionary computation have been applied in the optimization of an 
ANN. 

 
learning process. In our work, however, we are interested in developing an adap-
tive strategy similar to what is done in GDA, with an additional evolutionary 
search that allows for dynamic modifications of the BP parameters. 

Before describing our proposal, let’s briefly review the main characteristics of 
the evolutionary strategies search paradigm. 

3.2   Evolutionary Strategies 

Evolutionary strategies (ES) are an optimization technique based an abstract mod-
el of biological evolution [16]. They use a solution representation that depends on 
the problem domain; usually they are used for real-valued parameter optimization. 
In a canonical ES only one operator is used to generate offspring, a Gaussian mu-
tation that perturbs the value of each parameter of an individual solution. There 
are two basic types of ESs,  and ( , ), where  is the number of individuals 
in a population and  is the number of offspring that are generated. In ( ) ES, 
the individuals contained in the next generational loop are chosen from the best 
solutions from both the past population and the group of offspring. Conversely, in 
the ( , ) the  offspring replace the same number of individuals in the previous 
population of m individuals. In other words, ( ) is an elitist strategy while 
( , ) is not [3].  
    In our work, we use a (1+1) ES as the basis for our improved BP training, 
which is the most basic form of this evolutionary paradigm. The main steps of this 
evolutionary search method can be summarized as follows: 

 
1. - Randomly generate a search point x ϵ {0, 1} ⁿ using a uniform distribution 
over the search space. 
2. - Create offspring y by mutating each element of x using a Gaussian operator 
with zero mean and σ standard deviation. 
 
 

Evolutionary Computation and 
ANNs 

Optimization of 
connection weights 

Topology optimization Learning 



294 J.P. Galaviz, P. Melin, and L. Trujillo
 

3. - The offspring y replaces its parent x if f(y) > f(x) (for a maximization  
problem). 
4. - If the termination criterion is met then stop and return x, otherwise go to step 2. 

3.3   Evolutionary Strategies for Backpropagation Learning 

As stated above, our proposal is to combine the BP algorithm with an evolutionary 
search method. The goal is to provide a mechanism by which the main parameters 
of a BP learning process can be adaptively modified on-line during network train-
ing using variable step sizes. In order to achieve this we have chosen the (1+1) ES, 
for the following reasons: 

 

• It is a well-known and understood search method. 
• It is particularly well suited for real-valued parameter optimization, which is 

the case in BP training. 
• It is very simple and easy to implement, which allows us to maintain the basic 

structure of BP unchanged. From this it follows that the method will not dra-
matically increase the computational cost of training an ANN. 

 
Therefore, we propose a hybrid learning process, such that a (1+1) ES adaptively 
changes the BP parameters after a specified number of epochs, during which the 
BP training algorithm carries out the standard weight updates; the flow-chart of 
the algorithm is depicted in Figure 3. 
    The algorithm proceeds as follows. First, we generate a parameter vector x with 
standard initial values. In this case, the number of parameters depends on the ver-
sion of BP we choose to use. For instance, if we use GD or GDA then x would 
contain only the learning rate. On the other hand, if we use GDM or GDX, then x 
would contain the learning rate and the momentum coefficient. Afterwards, we 
randomly generate the initial connection weights for our ANN which we call Ax, 
just as it would be done in traditional BP learning. This leads us to the first gen-
eration of our (1+1) ES. 
    In the evolutionary loop, we first create a mutated version of x, which we call y, 
using a Gaussian mutation with the same σ for all elements. Then, we make a 
copy of Ax, call this Ay. We train Ax using the BP parameters specified in x for a 
total of  epochs, and the same is done for Ay with parameter values y. After train-
ing both networks we obtain corresponding convergence error from each, call 
these Ex and Ey respectively. The error values are used to determine which ANN 
and which parameter vector will survive for the following generation. This process 
is repeated until one of two conditions is met: (1) the total number of generations 
is reached; or (2) the goal error for the ANN is achieved. 
    In this process we are introducing two parameters to the learning process. One 
is the number of epochs per generation denoted by τ. The other is the value of the 
standard deviation  sigma of the Gaussian mutation operator. In this work we 
have chosen these parameters based on a trial-and-error process. 
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Fig. 3. Flow chart of the proposed method. 

4   Experimental Results 

In this work we present a simple set of experiments aimed at providing an initial 
validation of our proposed algorithm. The goal is to compare our BP/ES training 
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method with conventional BP and basic improvements such as GDA, GDM and 
GDX. For this we have chosen the Mackey Glass time series as our benchmark 
test. The time series has a total of 800 ground values of which we use 500 for 
training and 300 for testing. In all cases we use the same ANN architecture, a 
feed-forward MLP with one hidden layer of 25 neurons, three inputs for three 
delays and one output neuron. The initial learning rate for all algorithms is set to 
0.01, and for GDM and GDX the initial momentum is set to 0.9. The maximum 
number of epochs is set to 4000, and the goal convergence error is 1e-10. For our 
ES/BP algorithms the total number of generations depends upon the value of pa-
rameter τ. This parameter was chosen empirically, and the best performance de-
pends on the BP algorithm that is used. In all tests we use a Gaussian mutation to 
generate the single offspring with a σ=0.2. 
    The comparisons are made in a pair-wise fashion. For instance, we compare the 
prediction error of the basic BP (GD) and the enhanced BP-ES, and for the GDA 
we compare with GDA-ES, and so on for all of the learning methods. In order to 
obtain statistically significant results we execute each learning algorithm 50 times 
and present the mean prediction error on the Mackey Glass time series. These 
results are summarized in figure 4, in which we show a bar plot of the average 
prediction error, and for our BP/ES algorithm we specify the number of epoch per 
generation τ. 

 

 
 

Fig. 4. Average of each method in the prediction of Mackey Glass series time. 
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a) Time series prediction using GD algorithm. 

b) Time series prediction using GD/ES algorithm. 

Fig. 5. Time series prediction for the Mackey Glass test data with GD and GD/ES. In Both 
images we see the ground truth in red and the predicted values in green. 
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a) Time series prediction using GDA algorithm.   

b) Time series prediction using GDA/ES algorithm.   

Fig. 6. Time series prediction for the Mackey Glass test data with GDA and GDA/ES. In 
Both images we see the ground truth in red and the predicted values in green. 
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a) Time series prediction using GDM algorithm. 

 
b) Time series prediction using GDM/ES algorithm. 

Fig. 7. Time series prediction for the Mackey Glass test data with GDM and GDM/ES. In 
Both images we see the ground truth in red and the predicted values in green. 
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a) Time series prediction using GDX algorithm. 

b) Time series prediction using GDX/ES algorithm. 

Fig. 8. Time series prediction for the Mackey Glass test data with GDX and GDX/ES. In 
Both images we see the ground truth in red and the predicted values in green. 
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    From these results we can affirm that in all cases the ES search induces a sub-
stantial reduction in predictive error. In order to qualitatively illustrate these re-
sults, in Figures 5, 6, 7 and 8 we present the Mackey Glass time series prediction 
compared with the ground truth data for one representative ANN trained with each 
method. In these plots we can easily see that the BP-ES training algorithms gener-
ate an overall better prediction on this well-known benchmark test. 

5   Summary and Conclusions 

In this chapter we have presented an improvement of the BP learning algorithm 
for ANNs using (1+1) ES. The goal was to allow for on-line adaptations of the 
main BP parameters during training, such as the learning rate and the momentum 
coefficient. The algorithm we have proposed is simple to implement, and can help 
improve the performance of some of the most widely used variants of BP, such as 
GDA, GDM and GDX. In order to validate our proposal we have presented pre-
liminary results on a well-known benchmark test, which is the Mackey Glass time 
series. In our results the improvements provided by the combined BP learning and 
ES search show a substantial performance improvement with respect to the predic-
tive error of the neural network. In some cases, the improvement was a reduction 
of 50% in average error over multiple runs. 

Therefore, we believe that our proposal can provide a viable alternative to BP 
learning that allows for an adaptive modification of the main learning parameters. 
However, the current chapter only outlines a basic comparative study, and further 
work is required in order to make definite claims on the benefits of our proposal. 
Nevertheless, the results we have presented here show that the combined learning 
of BP and the search ability of a (1+1) ES can help induce substantial performance 
gains and enhance the learning for ANNs. 
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Abstract. This Paper presents the Architecture optimization of Neural Networks 
using parallel Genetic Algorithms for pattern recognition based on person faces. 
The optimization consists in obtaining the best architecture in layers, neurons per 
layer, and achieving the less recognition error in a shorter training time using par-
allel programming techniques to exploit the resources of a machine with a multi-
core architecture. We show the obtained performance by comparing results of the 
training stage for sequential and parallel implementations.  

1   Introduction 

The recognition of individuals from their biometric features has been driven by the 
need of security applications, mainly of security such as in surveillance systems 
for control of employee assistance, access control security places, etc. These sys-
tems have been developed with different biometrics including face recognition, 
fingerprints, iris, voice, hand geometry, etc. [17]. Although there are systems 
based on classical methods, biometric pattern recognition was developed in the 
area of artificial intelligence with techniques such as fuzzy logic, data mining, 
neural networks, genetic algorithms, etc. 

Real-World problems are complex to solve and require intelligent systems that 
combine knowledge, techniques and methodologies from various sources. In this 
case, we are talking about hybrid systems, and these can be observed in some ap-
plications already developed in [6, 15, 16]. These problems often have large  
computational dimensions, because of the amount of data and their required proc-
essing. The effective implementation of models for these problems, requires  
processor interconnection techniques to optimize the processing time [5]. 

Artificial Neural Networks have high potential for parallel processing. Their 
parallel nature makes them ideal for parallel implementation techniques not only 
in software but also at the hardware level, however it's difficult to find an optimal 
network architecture for a given application. The architecture and network optimal 
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parameter selection is the most important part of the problem and is what takes a 
long time to find. This paper presents the optimization of the architecture of a neu-
ral network for face recognition using parallel genetic algorithms in a multi-core 
platform; we focus in the Parallel Processing computation.  

Parallel Computing brings together advanced software and processors that have 
multiple cores or engines, which when combined can handle multiple instructions 
and tasks simultaneously. 

Parallel Genetic algorithms (PGAs) can provide considerable gains in terms of 
performance and scalability and can be implemented on networks of heterogene-
ous computers or on parallel mainframes.  

Several interesting applications of parallel computing are presented by Don-
garra et al. [10]. In the coming years computers are likely to have even more proc-
essors inside, and in [3] a description on multi-core processor architecture is  
presented. An introduction to Multi-Objective Evolutionary Algorithms can also 
be found in [8]. 

This paper is organized as follows; Section 2 describes the basic concepts of 
Artificial Neural Networks, Genetic Algorithms, and basic aspects of multi-core 
architectures.  Section 3 explains the Problem statement and implementation, sec-
tion 4 presents the experimental results. Finally, section 5 presents the conclusions 
and future work. 

2   Theoretical Concepts 

Soft Computing consists of several computing paradigms, including fuzzy logic, 
neural networks and genetic algorithms, which can be combined to create hybrid 
intelligent systems, these systems leverage the advantages of each of the tech-
niques involved [17]. In this research, we use the paradigms of neural networks 
and genetic algorithms. 

2.1   Neural Networks 

A neural network is a computational structure capable of discriminating and mod-
eling nonlinear characteristics. It consists of a set of units (usually large) of inter-
connected simple processing, which operate together. Neural networks have been 
widely used because of their versatility for solving problems of prediction, recog-
nition, approach, etc. [6, 17, 14, 25]. 

These systems emulate, in a certain way, the human brain. They need to learn 
how to behave (Learning) and someone should be responsible for teaching (Train-
ing), based on previous knowledge of the environment problem [18, 27, 26]. 

2.2   Genetic Algorithms 

John Holland introduced the Genetic Algorithm (GA) in 1970 inspired by the 
process observed in the natural evolution of living beings [27, 19]. Genetic Algo-
rithms (GAs) are search methods based on principles of natural selection and ge-
netics. A GA presents a group of possible solutions called a population; the  
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Fig. 1. Structure of a Simple GA 

solutions in the population called individuals, each individual is encoded into a 
string usually binary called chromosome, and symbols forming the string are 
called genes. The Chromosomes evolve through iterations called generations, in 
each generation individuals are evaluated using some measure of fitness. The next 
generation with new individuals called offspring, are formed from the previous 
generation using two main operators, crossover and mutation, this representation 
is shown Figure 1. 

These optimization techniques are used in several areas such as business, indus-
try, engineering and computer science, also are used as a basis for industrial plan-
ning, resource allocation, scheduling, decision-making, etc. The GA is commonly 
used in the area of intelligent systems, some examples of optimization of fuzzy 
logic systems and neural networks are shown in [4]. GAs find good solutions in 
reasonable amounts of time, however, in some cases GAs may require hundreds or 
more expensive function evaluations, and depending of the cost of each evalua-
tion, the time of execution of the GA may take hours, days or months to find an 
acceptable solution [4, 19]. 

The Genetic Algorithms have become increasingly popular to solve difficult 
problems that may require considerable computing power, to solve these problem 
developers used parallel programming techniques, the basic idea of the parallel 
programs is to divide a large problem into smaller tasks and solve simultaneously 
using multiple processors. The effort for efficient algorithms has led us to imple-
ment parallel computing, in this way it's possible to achieve the same results in 
less time. But making a GA faster is not the only advantage that can be expected 
when designing a parallel GA. A PGA has an improved power to tackle more 
complex problems since it can use more memory and CPU resources[1]. 

2.3   Parallel Genetic Algorithms 

The way in which GAs can be parallelised depends of several elements, like how 
the fitness is evaluated and mutation is applied, if single or multiples subpopula-
tions (demes) are used, if multiple populations are used, how individuals are ex-
changed, how selection is applied (globally or locally). 
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Existing different methods for implementing parallel GAs and can be classi-
fied in the next general classes: 

- Master-Slave parallelisation (Distributed fitness evaluation) 
- Static subpopulation with migration 
- Static overlapping subpopulations (without migration) 
- Massively parallel genetic algorithms 
- Dynamic demes (dynamic overlapping subpopulations) 
- Parallel Steady-state genetic algorithms 
- Parallel messy genetic algorithms 
- Hybrid methods 

 

Our Implementation is based on the Master-Slave Synchronous parallelisation, 
and for that reason we describe only this method, other methods can be reviewed 
in [4, 19]. 

Master-slave GAs have a single population. One master node executes the op-
erator’s selection, crossover, and mutation, and the evaluation of fitness is distrib-
uted among several workers (slaves) processors. The workers evaluate the fitness 
of every individual that they receive from the master and return the results. A 
Master-Salve GA depending on whether they wait to receive the fitness values for 
the entire population before proceeding to the next generation can be synchronous 
or asynchronous. 
 
Master-Slaves Synchronous 

 

 

Fig. 2. Execution of Parallel Master-Slaves GA. 

The improvement in actual processors is based on the development of Chips 
Multiprocessors (CMPs) or Multi-core processors, thus to increase the efficiency 
of a processor, increases the number of cores inside the processor chip. Multi-core 
processors technology is the implementation of two or more “execution cores” 
within a single processor, some of the advantages of multi-core architectures are 
shown in [10, 7].  These cores are essentially two or more individual processors on 
a single chip. Depending on the design, these processors may or may not share a 
large on-chip cache; the operating system perceives each of its execution cores as 
a discrete logical processor with all the associated execution resources [5],  
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however to exploit these architectures is necessary to develop parallel applications 
that use all the processing units simultaneously. In order to achieve parallel execu-
tion in software, hardware must provide a platform that supports the simultaneous 
execution of multiple threads. Software threads of execution are running in paral-
lel, which means that the active threads are running simultaneously on different 
hardware resources, or processing elements. Now it is important to understand that 
the parallelism occurs at the hardware level too. 

The improvement measure or speedup takes as reference, the time of execution 
of a program in a mono-processor system regarding the time of execution of the 
same program in a multiprocessor or multi-core system, which is represented as 
follows: 

  
p

s

t

t
speedup = , (1) 

Where st  is the time it takes to run the program in a mono-processor system and 

pt  is the time it takes to run the same program in a system with p execution units. 

There are many models of parallel programming, the two main choices and the 
most common are Shared-memory programming and Distributed memory [5], also 
the parallelism can be implemented in two ways, implicit parallelism, that some 
compilers perform automatically, these are responsible to generate the parallel 
code for the parts of the program that are parallel, and the explicit parallelism 
which is implemented using parallel languages, and the responsible of the parallel-
ism is the programmer, that defines the threads to work, the code of each thread, 
the communication, etc., this last parallelism gets higher performance. 

3   Problem Statement 

In this section the main goal of the research is described; in this case we focus on 
the analysis of parallel genetic algorithms for optimizing the architecture of a neu-
ral network for recognition of persons based on the  face biometry implemented in 
multi-core processors.  

For determining the best architecture and parameters for a neural network there 
is no particular selection criterion, for example the number of layers and neurons 
per layer for a particular application is chosen based on experience and to find an 
optimal architecture for the network becomes a task of trial and error. In addition, 
there are others methods that with a empirical expression can calculate and deter-
mining the architecture of neural network for a specific problem [24]. 

3.1   Neural Network Structure 

The data base used for this research is The ORL Database of Faces of the Cam-
bridge University Computer Laboratory [9]. This database contains ten different 
images of 40 persons with different gestures for our implementation, not apply 
any preprocessing for this time, the examples pictures shown in figure 3. 
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Fig. 3. Some images of the ORL database, the database is composed by 400 images, there 
are images of 40 diferent persons (10 images per person). 

The Genetic Algorithm was tested in a Multi-core computer with following 
characteristics: CPU Intel Core 2 Quad 2.4 GHz, Bus 1066 MHz, 8MB of L2 
cache, Memory 6 GBytes DDR2 of main memory, all the experiments were 
achieved in the MatLab Version R2009b using the Parallel computing toolbox.   

Neural networks were applied to a database of 40 persons, we used 5 images 
per person for training and 5 images per person for test. First, we implemented the 
traditional monolithic neural network, and before we implemented a Parallel GA 
for optimizing layer and neurons per layer. The training method for the neural 
network is the Trainscg (Scaled Conjugate Gradient), with an error goal of 0.01e-
006 and between 100 and 150 generations. 

3.2   Parallel Genetic Algorithm for Optimization 

The Master-Slave Parallel genetic Algorithm was codified with a binary chromo-
some of 23 bits, 2 bits for number of layers, and 7 bits for number of neurons per 
layer. The maximum number of layers is 3 and neurons 128, this is shown in fig-
ure 4. The proposed algorithm was implemented in a Shared Memory Multi-core 
machine with 4 cores, taking one core as master and the remaining cores as slaves. 

 

 

 

Fig. 4. Chromosome representation of the problem. 
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The Genetic Algorithm has the following characteristics: 
 

• Chromosome Size: The number of genes in each individual for this ap-
plication is 23 binary bits. 

• Population size: Defines the number of individuals that will compose the 
population.  
Population Size =20 

• Termination Criteria:  Maximum number of generations for solving the 
problem.  
Max Generations=50 

• Selection:  We used Stochastic Universal Sampling 
Selection Prob=0.9 

• Crossover: The selected individuals have a probability of mating, acting 
as parents to generate two new individuals that will represent them in the 
next generation. The crossing point is random with a probability of 0.7. 

• Mutation: Represents the probability that an arbitrary bit in the individual 
sequence will be changed from its original stat. Mutation Probability 0.8 

 
 

 
 

Fig. 5. Parallel GA Implementation. 
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The flow chart of figure 5 shows the parallel GA implementation. Other methods 
for solving a Parallel GA can be seen in [21, 12, 4].  
 

First we create a random initial population, the master divides the popula-
tion and send it to the slaves (in this case the cores of processor), and take a 
part of the population to evaluate. 
In the Slaves, for each individual 
 Load the architecture of the network 
 Read the images and put as input in the network 
 Propagate this image in the network 
 Calculate the error of training 
When finish the slaves send the results of evaluation to the master. 
Master waits to all slaves finish to collect the entire population and make se-
lection based on the fitness of all the individuals.  
The Master performs the operators of crossover, mutation and generates the 
new population to be divided and evaluated until the maximum number of 
generations is reached.  

 
The experimental results achieved with this GA implementation are presented in 
the following section. 

4   Experimental Results 

Different experiments were developed to observe the performance of parallel ge-
netic algorithms; the results are presented in this section, the results in time repre-
sent the average time execution of each neural network. 

We train the neural network without optimization, in sequential form. After 
manually changing the architecture for several times, we defined the architecture 
of the neural network with the expression of Salinas [24] as follows: 
 

• First hidden layer (2 * (k + 2)) = 84. 
• Second hidden layer (k + m) = 45. 
• Output layer (k) = 40. 

 
where k corresponds to the number of individuals and m to the number of images 
of each of them. 

Table 1 shows the average of 20 trainings in sequential form of the network in a 
dual-core and quad-core machines, in this experiment we enabled only one of the 
cores available and one thread of execution in the processor for simulating sequen-
tial execution. Figure 6 shows the usage of a dual-core machine in the training of 
the network. 

In the experiment of training with implicit parallelism without optimization all 
the cores and threads available are enabled. Matlab R2009b uses as a default the 
implicit parallelism for the applications run on it and take all the cores for execu-
tion automatically generating a thread of execution per processor. The results ob-
tained for Matlab in a dual-core and quad-core machines shown in the table 2. 
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Table 1. Average of 20 trainings in sequential form of the network for dual-core and quad-
core machines. 

 
No. 

Cores 
Epochs  Error 

Goal 
Error  Total 

Time 
4 150  1.00E-06 0.00178 1:18 min    
2 150 1.00E-06 0.00468 1:14 min 

 

 

 
 

Fig. 6. Cores Usage in the sequential training of the network. 

 
Table 2. Average of 20 trainings of implicit parallelism form of the network for dual-core 
and quad-core machines. 

 
No. Cores Epoch  Error Goal Error  Total Time  

4 150 1.00E-06 0.00113 1:58 min 
2 150  1.00E-06 0.00384  1:41 min 

 

 

Fig. 7. Cores Usage in the implicit parallelism in training of the network. 

The results show that the execution of serial training of the network are more 
efficient that the implicit paralellism of matlab, because when a single core is 
working (figure 6) all the cache memory is available for them.   
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Implicit Parallelism with GA optimization 
We optimize the monolithic Neural Network with a simple GA in the form of 
implicit parallelism. Table 3 shows the average of 20 training test for 2 and 4 
cores. Figures 8 and 9 show the usage of processor in dual-core and quad-core 
machines. 

Table 3. Average of 20 training of implicit parallelism of Simple GA for optimization of 
the network with for dual-core and quad-core machines. 

N. 
Cores 

Ind Gen Cross Mut Error Time/ 
nework 

Average 
time 

   2  20  30  0.7    0.8  3.0121e-004 1:51min 33 min 
4  20  30 0.7 0.8 9.7361e-005  4:10 min 83 min  

 
 

 

Fig. 8. CPU Performance Implicit Parallelism with 2 cores. 

 

 

Fig. 9. CPU Performance Implicit Parallelism with 4 cores. 

Explicit Parallelism with Parallel GA optimization 
In this experiment, we utilize the matlabpool that enables the parallel language 
features within the MATLAB language by starting a parallel job, which connects 
this MATLAB client with a number of labs. The average results for 20 executions 
are shown in table 4. Figures 10 and 11 show the usage of the processor for train-
ing with explicit parallelism in a dual-core and quad-core machines. 
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Table 4. Average of 20 training of explicit parallelism of Simple GA for optimization of 
the network with for dual-core and quad-core machines. 

N. 
Cores  

Ind  Gen Cross Mut  Error  Time/ 
nework 

Ave-
rage time 

2  20  30  0.7  0.8  3.3121e-004  1:03min 21 min 
4  20  30 0.7 0.8 4.5354e-004  :35 seg 12 min  

 

 

Fig. 10. CPU Performance Explicit Parallelism with 2 cores. 

 

 

Fig. 11. CPU Performance Explicit Parallelism with 4 cores. 

 
Table 5 shows a comparison between all the training experiments, and observed 

that  
 

Table 5. Table of Results of experiments Sequential and Parallel. 

 
 RNA GA-RNA 

  Sequential GA.  Implícit    
Parallelism  

GA. Explicit 
Parallelism 

No. Cores 2 4 2 4 2 4 

Average 
time/ 
network 

1:18 min 1:14 
min 

1:58 
min 

1:41 
min 

1:03 
min 

0:35 
seg 
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5   Conclusions 

We present the experiments with training of the monolithic neural network for 
database of face, we used different implementations of parallelism to show that 
the parallel GA used multi-core processor offers best results in the search for op-
timal neural network architectures in less time. 
The genetic Algorithms take considerable time to successfully complete conver-
gence depending of application, but always achieve satisfactory optimal solutions. 
Genetic Algorithm can be parallelized to speedup its execution; and if we use Ex-
plicit Parallelization we can achieve much better speedup than when using implicit 
Parallelization, anyway it’s necessary to make more test. 

The future work consists in considering a larger size data bases and implement-
ing a modular neural network in a multi-core cluster applying different techniques 
of parallel processing. 
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Abstract. The advance of science and technology has motivated to face new and 
more complex engineering applications. These new challenges must involve not 
only the design of adaptive and dynamic systems but also the use of correct infor-
mation. Everyday, it is more evident that good multicriteria decision making sys-
tems require different types of information; therefore data fusion is becoming a 
paramount point in the design of multicriteria decision making systems. This 
chapter presents a scenery recognition system for robot navigation using a neural 
network hierarchical approach. The system is based on information fusion in in-
door scenarios. The neural systems consist on two levels. The first level is built 
with one neural network and the second level with two. The system extracts rele-
vant information with respect to color and landmarks. Color information is related 
mainly to localization of doors. Landmarks are related to corner detection. The hi-
erarchical neural system, based on feedforward architectures, presents 90% of cor-
rect recognition in the first level in training, and 95% in validation. The first ANN 
in the second level shows 90.90% of correct recognition during training, and 
87.5% in validation. The second ANN has a performance of 93.75% and 91.66% 
during training and validation, respectively. The total performance of the systems 
was 86.6% during training, and 90% in validation. 

Keywords: Scene recognition, robotics, corner detection. 

1   Introduction 

The advance of science and technology has motivated new and more complex en-
gineering applications. These new challenges must involve not only the design of 
adaptive and dynamic systems but also the use of correct information. It is every-
day more evident that good multicriteria decision making systems requires the fu-
sion of data from multiple sources. A research area where data fusion has become 
a fundamental issue is autonomous robot navigation. Making a robot to navigate 
and perceive its environment requires similar information as the used by a human 
[1, 2, 3]. This information usually comes from range detection sensors such as ul-
trasonic, laser, or infrared, and also from image acquisition sensors, such as CCD 
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or CMOS cameras [4]. The information of each sensor must be processed ade-
quately in order to extract useful information for the navigation system of the ro-
bot.  One paramount issue in autonomous navigation of robots is related to scenery 
recognition. Recognition of sceneries consists on the identification of a scenario 
perceived through measurements provided by a sensor. The sensor may be any of 
the previously mentioned. However, vision sensors are the most frequently used in 
this task [5, 6, 7]. The advantage of a vision sensor is that it provides compound 
information that may be separated into useful properties like color, edges, texture, 
shape, spatial relation, etc. Therefore, it is possible to achieve data fusion with the 
information of a vision sensor.  

This chapter presents the design of a hierarchical neural system for scene rec-
ognition using information fusion from indoor scenarios provided by a camera. 
The problem to solve is constrained to the recognition of 10 indoor scenarios 
shown in Figure 1. The features used in the design of the hierarchical neural net-
works are related to door position, and corner detection.  

2   Corner Detection Method 

The methods for the detection of corners can be divided in two groups: those 
which can accomplish the detection from the image in gray scale, and those which 
first detect edges and then detect corners. Among the methods of the first group, 
the most mentioned in the literature are the method of SUSAN [8] and the method 
of Harris [9]. 

Among the second group of corner detectors, which use any method of edge 
detectors, we can mention the one of X.C. He and N.H.C. Yung [10].  They use 
 

 

Fig. 1. Scenarios to be recognized. 



Scene Recognition Based on Fusion of Color and Corner Features 319
 

the method of Canny and indicate the steps to follow for the detection of corners 
calculating the curvature for each edge. 

Other authors use windows for corner detection from edge images, such as K. 
Rangarajan et al., [11]. In a similar way, G. Aguilar et al., [12], compare images of 
fingerprints for the identification of persons using 3x3 windows. On those, they 
propose different bifurcations to be found, which we could call ‘corners’. W. F. 
Leung et al., [13], use 23 windows of different bifurcations, and 28 different win-
dows of other type of corners for their detection in the finger print image using 
neural networks. The method described in this work is based on the second group 
of corner detectors. Those which first apply edge detection and then detect corners 
using windows over the edge image.  

2.1   Edge Detection 

The corner definition adopted in this work is the one provided by Rangarajan, it is 
necessary to find the main line intersections of the scene under analysis. These 
lines are detected through an edge detection procedure. Among the edge detector 
operators tested in this work were Sobel, Prewitt, Robert, Canny, and Laplacian. It 
was decided to use the Canny edge detection method [13], because it generated the 
best edges in the experiments achieved in this research. It is also one of the most 
mentioned and used edge detector methods in the literature.  

2.2   Corner Detection Windows 

The papers from G. Aguilar [12], and W.F. Leung et al. [13], coincide in that there 
are different types of bifurcations or corners that we call them, Y´s, V´s, T´s, L´s, 
and X´s, accordingly to the form they take, as shown in Figure 2. Based on the si-
militude of these corners with fingerprint marks, it was decided to investigate the 
possibility of using a unified theory between fingerprint recognition and scene 
recognition. Thus, from the fingerprint recognition works, some windows were 
chosen to detect corners.  
 
 
 
 
 

 
Fig. 2. Type of corners. 

 
 

These selected windows plus other proposed in this work make a set of 30 win-
dows. Each corner detection window, wc, is a 3X3 mask and their structures are il-
lustrated in Figures 3 and 4.  

The set wc of windows is composed as follows. Windows w1, w2, w3, and w4, are 
four windows modified from the work of Leung et al. [13]. The modification con-
sists on the aggregation of one pixel because they try to find terminal points, and 
in our case we look for crossing lines. The extra pixel is darkened in these win-
dows. Windows w5 to w20 were also taken from Leung. The windows w17 to w20  
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Fig. 3. Windows w1 to w16 for corner detection.  

appear in Aguilar et al. [12]. The subset w21 to w30 are windows proposed in this 
paper. The proposed windows were defined by analysis of the corners usually 
found in the set of images considered in this work. 

2.3   Corner Detection  

Corner detection is achieved through a windows matching process. The process 
starts by generating a generic binary weight matrix Tn defined as 

                                                   

256 32 4

128 16 2

64 8 1

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

                                               (1)  

Each corner detection window is then associated with an index window Bi  

                          :               , 1,..,30n c iT w B for c i⇒ =                              (2) 

obtained by   

                                                      
i w Tc nB = ×                                                  (3) 
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Fig. 4. Windows w17 to w30 for corner detection.  

where the multiplication is element by element and not a matrix multiplication. In 
this way, each wc window is related to an index window Bi. In the same way, each 
index window Bi can be associated to a total weighting factor αi obtained by 

                                                    1
i i

i i
b B

bα
∈

= + ∑                                                   (4) 

where the bi corresponds to the weighting factor in Bi.  
Corner detection of a scene is accomplished by the next steps. First convolve 

the binary Canny result image Ib(x,y) with the index matrix Bi  

                                           ( , ) ( , )* 1ci b iI x y I x y B= +                                       (5) 

This step yields the possible corners related to each corner window wc. The next 
step is to decide which of the possible candidate pixels in each Ici(x,y) is a corner 
that corresponds to wc. This process is realized scanning the Ici(x,y) and assigning 
a pixel value according to  

                                 
1 ( , )

( , )
otherwise
ci i

ei

p x y
p x y

o

α=⎧
= ⎨
⎩

                                  (6) 

to produce a new set of images Iei(x,y)  where ( , ) ( , )ci cip x y I x y∈  and 

( , ) ( , )ei eip x y I x y∈ . The value 1 indicates that the pixel pci(x,y) is a corner of the 
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type wc.  This process ends up with 30 binary images that indicate the position of 
the different type of corners. The final step consists on the union of the Iei(x,y) im-
ages to produce the final corners 

                                             
30

( , ) ( , )
1

I x y I x yFC ei
i

=
=
∪                                        (7) 

The proposed method was tested with semi-artificial as well as with real scenarios. 
The artificial scenarios were used to obtain a quantitative performance. Examples 
of semi-artificial scenarios are shown in Figure 5. A summary showing the per-
formances of both, the proposed and the Harris methods, are shown in Tables 1 
and 2. The detection of real corners is very alike in the two methods, 98.41and 
97.36%, respectively. There is a more noticeable difference in the false positives, 
where the proposed method has 7.66%, while the Harris has a 33.33%. A com-
parison with the SUSAN algorithm is not possible because it requires multi-gray 
level information.  

 
Fig. 5. a) Semi-artificial scenarios, 3, 6, 10, 15, 16. b) Corners to detect, c) Harris detection, d) 
detection with the proposed method. 

Table 1. Performance of the proposed method. 

Scenario 
Real 

Corners 
Corner 
detected Hits 

False 
positives 

False 
negatives 

3 42 40 40 / 95.23% 0 / 0% 2 / 5% 

6 55 61 55 / 100% 6 / 11% 0 / 0% 

10 32 36 32 / 100% 4 / 12% 0 / 0% 

Total 129  137  127 / 98.41% 10 / 7.66% 2 / 1.6% 
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Table 2. Performance of the Harris method. 

Scenario Real 
corners 

Corner 
detected 

Hits False 
positives 

False nega-
tives 

3 42 55 41/ 97.6% 14 / 33% 1 / 2.4% 

6 55 70 52 / 94.5% 18 / 33% 3 / 5.5 % 

10 32 43 32 / 100% 11 / 34% 0 / 0% 

Total 129  168 125/ 97.36%  43 / 33.33% 4 /3.95% 

 

 

Fig. 6. Corner detection by a) Harris b) SUSAN and c) Proposed method. 
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In the case of the Harris method, it was assumed two gray level images. A 

qualitative comparison will be given over the original images later on. 
Results of Harris, SUSAN, and the proposed mehtod, on scenarios of interest 

are shown in Figure 6. It can be observed that, in general, Harris and SUSAN tend 
to detect more corners than the proposed method. However, the false positive rate 
is presumed to be very high, as proved with the semi-artificial images using the 
Harris method. Considering that corner information is used for robot navigation, 
high rate on false positives may lead to complicate more the scene recognition 
than the lack of some corners. 

3   Scene Segmentation 

This section describes the segmentation process to obtain features related to the 
doors found in the scenarios under analysis. The process is shown in Figure 7. The 
RGB image is transformed to the HSV color space to be more tolerant to illumina-
tion changes [14]. Then detection of the doors is achieved by color analysis.  

 

Fig. 7. A block diagram of the process for door detection. 

3.1   RGB to HSV Color Space 

The color space transformation from RGB to HSV is obtained by the following 
equations 

                                       max( , , )V R G B=                                            (8)                     

                     
0 max( , , ) 0

min( , , )
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max( , , )

if R G B

S R G B
otherwise

R G B

=⎧
⎪= ⎨ −⎪⎩

                         (9) 

                                    
 
 
 

      
(10) 

 
 

 

1
max( , , )

6 max( , , ) min( , , )

1
1 max( , , )

6 max( , , ) min( , , )

1 1
max( , , )

6 max( , , ) min( , , ) 3

1 2
max( , , )

6 max( , , ) min( , , ) 3

G B
if R G B R and G B

R G B R G B

B R
if R G B R and G B

R G B R G B
H

B R
if R G B G

R G B R G B

R G
if R G B B

R G B R G B

−⎧ = ≥⎪ −⎪
−⎪ + = <⎪ −⎪= ⎨ −⎪ + =

⎪ −
⎪ −⎪ + =
⎪ −⎩



Scene Recognition Based on Fusion of Color and Corner Features 325
 

3.2   HSV Component Analysis 

Statistics of the HSV values where determined by a sampling process. The sam-
pling consisted on a set of 11samples from each door in the scenarios, Figure 8. 
Each sample corresponds to a window of 5X5 pixels. The process involved the 
computation of the mean, and variance, of the mean distribution of the windows 
samples over the HSV values. Table 3 shows the mean distribution over the sce-
narios, while Table 4 the statistics values of the means. 

 

Fig. 8. Color door sampling in two scenarios. 

Table 3. Mean distribution over the scenarios. 

Scenario 
 

H Mean 
 

S Mean  V Mean  

2 0.078 0.361 0.357 
3 0.059 0.471 0.205 
4 0.084 0.605 0.252 
5 0.075 0.393 0.360 
7 0.099 0.367 0.361 
9 0.075 0.576 0.243 

10 0.078 0.308 0.372 

Table 4. Statistics values of the means 

Component Mean 
Standard 
deviation 

H H = 0.078 Hσ = 0.018 

S S = 0.440 Sσ = 0.132 

V V = 0.307 Vσ = 0.077 

3.3   Door Segmentation 

Door detection in autonomous robot navigation is an important issue because they 
appear in many interior environments [15]. Thus, doors are important landmarks 
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,      ,       h s vT H H T S S T V Vσ σ σ= − = − = −

that can be used for scene recognition. Door detection is achieved in this work by 
analysis of the HSV components implemented in the following condition 

 

where Hp, Sp , and Vp are the HSV components of the pixel p at coordinates (x,y). 
The thresholds Th, Ts  , and Tv are  
                                                                                                        

                               (11) 
   
After the classification of the color pixels, blobs of less than 300 pixels are elimi-
nated since they are not considered doors. Figure 9 illustrates some examples of 
doors detected by the previous method. 

4   Recognition of Scenarios 

The recognition of the scenarios is achieved with a hierarchical neural network, 
HNN. This type of architecture was selected due to the similarity of some of the 
scenarios. The HNN is composed of two levels, Figure 10. The first level is com-
posed by one neural network and the second by two. 

The idea of this HNN is to separate the scenarios into 4 classes, and then use 
the second level to resolve more specific cases. 

 

Fig. 9. Door segmentation. 

The first neural network is a feedforward – backpropagation network with 32 
inputs, 32 neurons in the hidden layer, and 4 output neurons, sigmoid tangent  
activation functions in the hidden layer and sigmoid logarithmic functions in the 
output layer. This first neural network is trained to classify the four classes, see 
Figure 11, with the next feature vector  
 
 

                                                                        (12) 
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here Cpxi and Cpyi  are the centroids of the blobs that corresponds to the doors, 
while hi and ai are the normalized height and width, respectively, of those blobs. 
Figure 12 presents examples of the door blobs with their respective centroids. 
 
 

ANN 1
(Door analysis)

Class 1. Two side doors 
and  one at the center
(Scenarios 2, 5, 7 y 10)

Class 3. Door at the 
center

(Scenario 9)

Class 4. Without doors
(Scenarios 1, 6 y 8)

ANN 3
(Corner analysis)

Class 2. Right door
(Scenarios 3 y 4)

ANN 2
(Corner analysis)

Scenario 3 Scenario 4 Scenario 8Scenario 6Scenario 1

 
 

Fig. 10. Hierarchical neural network scheme.  
 

ANN 1
(Door analysis)

Class 1. Two side doors 
and  one at the center
(Scenarios 2, 5, 7 y 10)

Class 3. Door at the 
center

(Scenario 9)

Class 4. Without doors
(Scenarios 1, 6 y 8)

ANN 3

(Corner analysis)

Class 2. Right door
(Scenarios 3 y 4)

ANN 2

(Corner analysis)

Scenario 3 Scenario 4 Scenario 8Scenario 6Scenario 1

 

Fig. 11. First level of classification. 
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The neural network of the second level is trained to classify classes 2 and 4 into 

their corresponding scenarios, as shown in Figure 13, using the next feature vector  
                              
                                                                              

                                                        (13) 
 
 
where CEx and CEy  are the centroids of the corner coordinates and N is the number 
of corners found in the scenario. Figure 14 presents examples of the corners with 
their respective centroids. 
 

 
 

Fig. 12. Examples of door centroids. 

 
The neural network of the second level is a feedforward -backpropagation, with 

3 inputs, 26 neurons in the hidden layer, and 2 output neurons, sigmoid tangent ac-
tivation functions in the hidden layer, and sigmoid logarithmic functions in the 
output layer. 

ANN 1
(Door analysis)

Class 1. Two side doors 
and  one at the center
(Scenarios 2, 5, 7 y 10)

Class 3. Door at the 
center

(Scenario 9)

Class 4. Without doors
(Scenarios 1, 6 y 8)

ANN 3

(Corner analysis)

Class 2. Right door
(Scenarios 3 y 4)

ANN 2

(Corner analysis)

Scenario 3 Scenario 4 Scenario 8Scenario 6Scenario 1

 

Fig. 13. Second level of classification. 
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Fig. 14. Examples of corner centroids. 

5   Results  

Two important results are derived from this work. The first one is related to the 
proposed corner detector method and the second to the recognition for scenarios 

In regards the corner detector method we can mention that the proposed method 
has similar performance in semi-artificial scenarios as the Harris detector, 98.41% 
versus 97.36 respectively. However, the propose method outperforms Harris in 
false positives, where the proposed method has 7.66%, while the Harris has a 
33.33%. 

With respect to real sceanrios the performance of Harris and SUSAN tend to 
detect more corners than the proposed method. However, the false positive rate is 
presumed to be very high, as proved with the semi-artificial images using the Har-
ris method.  

Results of the scenario recognition are commented next. The performance by 
levels of the HNN over the 10 scenarios considering the two levels is illustrated in 
Figure 14. The first classification was achieved by door detection using the cen-
troids, height and area of the door blobs. The ANN of the first level was trained to 
classify the 10 scenarios into 4 classes. This ANN had 90% of correct classifica-
tion during training, and 95% in validation. Class 1 that contains the scenarios 2, 
5, 7, and 10 was considered as one type of scenario because of the high degree of 
similarity among the four scenarios. This similarity turns to be hard to resolve 
even for human observers. Class 3 was not reclassified because it only contains 
images of scenario 9. Regarding the classification of scenarios in the classes 2 and 
4, in the second level, it was performed by using corner detection information as 
well as the number of corners. ANNs 2 and 3 were trained with this information. 
The ANN 2 separated class 2 into scenario 3 and 4wih a performance of 90.90% 
in training and 87.5% during validation. The neural network 3 that classifies class 
4 into the scenarios 1, 6, and 8 has a performance of 93.75% in training, and 
91.66% in validation. 

The total performance of the systems considering all the scenarios was 86.66% 
for training, and 90% in validation. 



330 M.I. Chacon-Murguia, C.P. Guerrero-Saucedo, and R. Sandoval-Rodriguez
 

 

Fig. 15. System performance for levels. 

6   Conclusions 

In conclusion, it can be said that the proposed corner detector method shows good 
corner detection in semi-artificial as well as in real scenarios as it was validated in 
the corner detection experiments performed in this research. Besides, the corner 
detection method provides correct information that is validated with the perform-
ance achieved in the ANNs 2 and 3.  

Another important conclusion is that the proposed solution to the scene recog-
nition problem based on fusion of color and corner features proved to be effective 
based on the experimental results obtained in this work. 

Results shown in this research confirm that complex problems like scene rec-
ognition for robot navigation are well faced with information fusion where differ-
ent type of information complements each other. 
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Abstract. In this paper the robust capacitated international sourcing problem  
(RoCIS) is approached. It consists of selecting a subset of suppliers with finite ca-
pacity, from an available set of potential suppliers internationally located. This 
problem was introduced by González-Velarde and Laguna in [1], where they pro-
pose a deterministic solution based on tabu search memory strategies. The process 
consists of three stages: build an initial solution, create a neighborhood of promis-
ing solutions and perform a local search in the neighborhood. In this work we pro-
pose improving the construction of the initial solution, the construction of the 
neighborhood and the local search. Experimental evidence shows that the im-
proved solution outperforms the best solutions reported for six of the considered 
instances, increases by 13.6% the number of best solutions found and reduces by 
34% the deviation of the best solution found, respect to the best algorithm solution 
reported. 

Keywords: tabu search, robust optimization, robust capacitated international 
sourcing problem. 

1   Introduction 

The international sourcing problem consists of selecting a subset of suppliers, with 
a finite production capacity, from an available set of potential suppliers located in-
ternationally. In this paper we analyze the variant proposed in [1], which considers 
only a product in a single period and uncertainty on the demand and the exchange 
rate are modeled via a set of scenarios. In the formulation of this problem it is as-
sumed that the costs depend on the economic conditions in the countries where the 
suppliers and the plants are located and that the production capacity of suppliers is 
finite. The robust formulation considers that a solution is feasible if and only if  
it is feasible in all the scenarios. The objective function minimizes the expected 
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value of the costs and penalizes the solutions whose optimal cost in some scenario 
surpasses the expected value of the optimal costs in all the scenarios. Through this 
mechanism the associated risk is incorporated.  

The rest of our paper is organized as follows: related work, problem formula-
tion, improved tabu solution and experimental results. 

2   Related Work 

Now we summarize the most relevant works from the literature about the plant lo-
cation problem, because it is closely related to the international sourcing problem. 
Jucker and Carlson solve a single product, single period problem, with price and 
demand uncertainty [2]. Hodder and Jucker present a deterministic single period, 
single product model [3]. Hodder and Jucker optimally solve a single period, sin-
gle product model, setting the plants quantity [4]. Haug approaches the determi-
nistic problem with a single product and multiple periods with discount factors 
[5]. Louveaux and Peters solve a scenario-based problem in which the capacity is 
a first stage decision [6]. Gutierrez and Kouvelis explore the generation of scenar-
ios to model price uncertainty and solve a simple plant location problem [7]. Kou-
velis and You propose an un-capacitated version robustness approach based on a 
minimax regret criterion [8]. 

Now we describe the most relevant work about the international capacitated 
sourcing problem. The robust formulation of the international capacitated sourcing 
problem was proposed by Gonzalez-Velarde and Laguna [1]. In this work they 
propose a solution method based on the Benders paradigm, incorporating tabu 
search (TS) mechanisms. The process consists of building an initial solution, cre-
ating a neighborhood of promising solutions and performing a local search on the 
neighborhood. As the choice of the initial solution determines the efficiency of the 
process, this solution is constructed by applying a heuristic that gives preference 
to suppliers with lower fixed costs and greater production capacity. 

González-Velarde and Martí propose a non-deterministic solution method 
based on GRASP, without incorporating the adaptive element, so the algorithm is 
classified as adaptive memory programming (AMP) type and path relinking is 
used to post processing the built solutions [9]. In the heuristic used to build a set 
of initial solutions, the shipping cost of each supplier to all plants is considered. 
The authors suggest that this way of incorporating the shipping cost seems too 
pessimistic. 

In this work we propose to modify the TS based solution by improving the con-
struction of the initial solution, the construction of the neighborhood and the local 
search. 

3   Problem Formulation 

The robust capacitated international sourcing problem (RoCIS) consists of select-
ing a set of suppliers to satisfy the demand for products at several plants located  
in different countries. The model deals with a single item in a single period. The 
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uncertainty in the demand and the exchange rates are modeled via a set of scenar-
ios. The model uses the following definitions: 

Parameters 
N:  international plants set{1, 2,..., n}. 
M:  international suppliers set {1, 2,..., m}. 
S :  scenarios set 
fi:  fixed cost associated with supplier i. 
cij:  total unit cost for delivering items from supplier i to plant j. 
bi:  capacity of supplier i. 
djs:  demand at plant j under scenario s. 
eis:  exchange rate at supplier’s i location under scenario s. 
ps:  occurrence probability of scenario s. 

Variables 
xijs:  product shipment from supplier i to plant j under scenario s. 
yi:  1 if supplier i is contracted and 0 otherwise. 

Given a supplier selection y=[yi] i=1,2,....m, then the problem becomes separa-
ble, and the following transportation problem must be solved for each scenario s: 

Minimize 
                  z e c xs is ij ijs

i M j N
= ∑ ∑

∈ ∈
             (1) 

subject to: 
                  ,ijs js

i M

x d j N
∈

≥ ∀ ∈∑             (2) 

                  ,ijs i i
i N

x b y i M
∈

≤ ∀ ∈∑             (3) 

                0,ijsx i M j N≥ ∀ ∈ ∀ ∈    (4) 
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4   Improved Tabu Solution  

The solution method reported in [1] is a heuristic search based on Benders  
decomposition paradigm. An initial solution is constructed giving priority to the 
suppliers of smaller fixed cost and larger production capacity. For each supplier 
selection, the problem is decomposed into transportation subproblems, one for 
each scenario. The optimal dual solution for each sub problem is used to find a 
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promissory neighborhood and a local search in the neighborhood is carried out. 
The method uses several short term tabu memories, to monitor the suppliers used 
in the visited solutions [10]. As the search goes, the best found solution is updated 
and continues until finishing the neighborhood exploration. When the search 
stops, a new search begins in the best found solution neighborhood, and continues 
during 50 iterations. 

4.1   Improving the Initial Solution Construction 

The reported solutions to RoCIS problem considers two strategies to select the sup-
pliers that must be incorporated into an initial solution [1, 9]. The first one gives 
priority to the smaller fixed cost suppliers and greater production capacity the sec-
ond one incorporates the expected value of the products shipment cost from the se-
lected supplier to all plants. The main limitation of the first strategy is that it does 
not consider the shipment cost, and even though this factor is considered the second 
one, the mechanism used is too pessimistic. In this work we propose to modify the 
incorporation mechanism of the shipment cost, to include only the plants towards 
which the products shipment from the site of the supplier is less expensive. 

To describe this proposal, let Ci={cij | j=1,2,...n} the shipment costs set from 
supplier i to all the plants and BCi a threshold cost defined on Ci. Then, the set of 
plants toward which the products shipment from the site of the supplier i is less 
expensive, can be defined as:  

{ }i ij iP j N c BC+ = ∈ <  

Now if cmin and cmax are the minimum and maximum of the shipment costs in 
Ci, then BCi can be modeled as: 
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The α value locates the initial solution on different regions of the search space, 
and it can be used as a diversification mechanism by dynamically changing its 
values. 

4.2   Improving the Neighborhood Construction 

To improve the quality of generated neighbors the mechanism used to determine 
the relative cost of the three types of movements that are applied to generate the 
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neighborhood (insert, delete and suppliers exchange) is modified. With the current 
ri definition, the movements are selected based on their impact on the growth rate 
of the objective function, which could return in some cases an inappropriate 
choice. Currently ri is defined as: 
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where if  is the fixed cost of supplier i, ( )i s is
s S

E pπ π
∈

= ∑ is the expected dual 

price of supplier i, sp  is the occurrence probability of scenario s and isπ  is the 

supplier i dual price in scenario s. 

In opposite would be more appropriate to select the movements based on the 
net increase of the objective function generated when the movements are applied. 
Then ri is redefined as: 
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where bi is the production capacity of supplier i. 

4.3   Improving the Neighborhood Local Search 

To improve the local search process is proposed to apply path re-linking on the 
two best global solutions founded when the iterations ends, after the second  

 
Data structures used: 

              y´ prior best global solution found. 
              y´´ actual best global solution found. 

For each pair of solutions y´ and y´´: 
Step 1: Determine the y∩ and y∪ solutions considering: 

a.  y∩i = 1 if y’i=1 and y’’ i=1, otherwise y∩i =0,    
b.  y∪i = 1 if y´i=1 or y´´i = 1, otherwise y∪i = 0. 

Step 2: Determine the S’ set of selected suppliers in y’ but not selected in y’’ 
Step 3: Determine the S’’ set of not selected suppliers in y’ and selected in y’’  
Step 4: Add to the y∩ solution the suppliers in set S’ in appropriated order  
             to reach y’ 
Step 5: Alternate between delete of y’ a supplier of S’ and add a supplier of S’’  
             until reach the y’’ solution 
Step 6: Append to y’’, one by one the suppliers of set S’ in the appropriate order  

to reach y∪. 

Fig. 1. Path re-linking algorithm. 
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Data structures used: 

                          Supplier selection: [ ]1 2, ,..., my y y y=
 
 

                          Hashing solution representation: 
( ) 2i

i
i M

H y y
∈

=∑
 

                          List of evaluated solutions:  coded_sol[H[y]] 

                          Tabu list of suppliers: insertion, delete and swap 

       
Function InitialSolution(α)   
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     Step 3: Build the solution y, selecting suppliers in the sorted list until the sum of the  
                 Capacities of the   selected suppliers is greater than D. 

Step 4: Determinate F[y], solving the transportation sub problems generated in all  
           scenarios. 

             Step 5: Record the y solution and its objective value F[y] in the list of evaluated  
                         Solution coded_sol[H[y]] 
             Step 6: Return the actual solution y. 

Main algorithm 
 
Step 1:  y = InitialSolution(α) 
 
Step 2:  Repeat until 50 iterations 

2.1 Generate a promising solution neighborhood of y  
2.1.1 Determine the expected value of shadow prices ( isπ ) linked to the 

constraint corresponding to each supplier, in the solution of the 27 sub 
problems (for all the scenarios).  

                                                                  ( )i s is
s S

E pπ π
∈

=∑   

Fig. 2. Improved tabu solution (ITS) algorithm. 
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                            2.1.2 Calculate the suppliers relative cost (ri.) 
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2.1.3    For each of the possible insertions, deletions and swaps of 
suppliers that can be made from the solution, validate the feasibility 
of configuration with respect to the maximum demand D. 

2.1.4   Build lists of candidate movement for insertion, deletion and swap, 
with the movements identified in the previous step that are not stored 
in the tabu list for each  type of movement.   

• The list of candidates for insertion contains the 
suppliers with the 3 lowest values of  ri. 

• The list of candidates for deletion contains the 
suppliers with the 3 highest values of ri. 

• The list of candidates for swap contains the sup-

pliers with the 
2( )

8

m m−  lowest values of  rj - ri 

corresponding to the swap between supplier i by 
supplier j in configuration y 

2.2 Local search process 
2.2.1 For each configuration y’ generated from the movements of the can-
didate lists of insertion, deletion and swapping: 

2.2.1.1 The suppliers involved in the movement 
used to generate the configuration y’ are: appended to 
the insertion tabu list (if the movement was for dele-
tion), or removed (if the movement was to insertion). 
This two tabu lists are used too when a swap movement 
is applied, cnsidering that a swap movement requires a 
deletion and an insertion.. The number of iterations dur-
ing which a supplier involved in a movement is consid-

ered tabu are:  
3

m for insertions and eliminations and 

( 1)

16

m m −  for swaps. 

2.2.1.2 If the solution  y’ is already saved in the 
list of evaluated solutions, its objective value F[y’] is re-
trieved, otherwise F[y’] is calculated and appended to 
the list. 
2.2.1.3   Update the best solution found ybest. 

2.2.2 Path relinking process 
2.2.2.1 From the second iteration, update the two 
best solutions found. 
2.2.2.2 Apply path relinking to the two best solu-
tions found and update ybest 

Fig. 2. (continued) 
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iteration. The path re-linking strategy used is basically the described in [9]. The 
algorithm used to perform the process is shown in Figure 1. 

Figure 2 shows the detailed improved tabu solution (ITS) algorithm, which in-
corporates the construction of the initial solutions, the construction of neighbor-
hoods and the local search proposed. 

5   Experimental Results 

The experiments were done in a computer Dell Optiplex 160L with a Pentium IV 
processor to 2.4 GHZ and 1 GB ram. The source code was compiled using Visual 
C 6.0 and the operating system Windows XP. For the solution of the transporta-
tion sub problems LINDO API 2.0 was used. To evaluate the performance of the 
algorithms, the larger instances with 20 plants, 40 suppliers and 27 scenarios re-
ported in [9] were used. As the optimal solutions for these instances are not 
known, the results obtained in this work are compared with the best solutions re-
ported in [9]. To evaluate the impact of the improvements on the TS algorithm 
performance, two experiments were carried out. 

In the first experiment the proposed improvements for the initial construction, 
the construction of the neighborhood and local search were evaluated. Table 1 
shows the results obtained with the improved tabu solution (ITS α), solving the 
instances with different α values. In the table the better solutions are emphatized. 
The table shows that the improved TS found better solutions than those reported 
for instances 16, 18, 20, 21, 27 and 30. As we can observe the best global solu-
tions found by AMP are also found by ITS using one or more of the α values. 
However, there is not a single α value which allows to ITS find the best global so-
lution for all instances. Experimental evidence confirms that the α value operates 
as a diversification mechanism on the search process. 

Table 2 shows a summary of the experimental results, including: the average 
cost of the found solutions, the number of overall best solutions found, the error 
rate over the average cost of best solution and the average time  used to solve each 
instance (in CPU seconds). As we can observe, ITS achieves its best performance 
for α=0.2  increases 8.3% the number of best solutions found and reduces 50% the 
deviation from the best solution found, respect to AMP algorithm. However, the 
average execution time required to solve each instance increases 75%.  

In the second experiment, the number of iterations was reduced to 30 to reduce 
the resources consumption of ITS. Table 3 shows the results obtained, and we can 
observe that ITS (for α=0.2) outperfoms to AMP. ITS increases 13.6% the number 
of best solutions found, reduces 34% the deviation from the best solution found, 
respect to AMP algorithm. But now, the average execution time required to solve 
each instance increases only 8%. 

Moreover, in Table 1 we can observe that 4 improved tabu solution (ITS)  
algorithms obtains the best known solutions for 19 instances, and similarly 3 ITS 
algorithms for 3 instances, 2 ITS algorithms for 4 instances and 1 ITS algorithm 
for 4 instances. Now we consider the division of the instances in four groups: I1, 
I2, I3 and I4. Where the group In contains all the instances for which n algorithms  
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Table 1. Performance of the improved tabu solution ITS (with α= 0.2, 0.4, 0.6, 0.8 and 50 
iterations) 

 
 AMP ITS 0.2  ITS 0.4  ITS 0.6  ITS 0.8  

1 33178.634 33178.634 12 33178.634 10 33178.634 9 33178.634 8 

2 44181.482 44181.482 12 44181.482 10 44181.482 9 44181.482 10 

3 39558.824 39558.824 12 39558.824 9 39558.824 7 39558.824 6 

4 47120.476 47120.476 10 47120.476 7 47120.476 9 47120.476 16 

5 41515.933 41515.933 12 41515.933 8 41515.933 10 41515.933 13 

6 41285.573 41285.573 20 41285.573 17 41285.573 5 41285.573 13 

7 42015.045 42015.045 7 42015.045 12 42015.045 7 42015.045 11 

8 55627.074 55627.074 10 55627.074 9 55627.074 11 55627.074 7 

9 46055.986 46055.986 6 46055.986 5 46055.986 10 46055.986 9 

10 57188.416 57188.416 32 57188.416 28 57188.416 2 57188.416 3 

11 60692.588 60692.588 6 60692.588 11 60692.588 9 60692.588 20 

12 55603.798 55603.798 11 55617.163 9 55603.798 10 55617.163 23 

13 67389.803 67389.803 14 68158.761 13 68158.761 9 68158.761 7 

14 65420.806 65595.875 9 65427.008 24 65420.806 10 65420.806 10 

15 78184.024 78184.024 6 78184.024 7 78184.024 21 78184.024 36 

16 38094.866 37809.009 22 37809.009 12 37809.009 11 37820.650 11 

17 34109.310 34109.310 10 34109.310 12 34109.310 9 34109.310 9 

18 34127.480 33814.099 10 33814.099 9 33814.099 9 33814.099 12 

19 40558.798 40558.798 9 40558.798 11 40558.798 11 40570.844 30 

20 32210.967 31496.848 11 31496.848 12 31496.848 9 31496.848 12 

21 41551.650 41741.155 11 41527.770 7 41741.155 7 41741.155 10 

22 38833.676 38833.676 8 38833.676 25 38833.676 11 38833.676 10 

23 44391.636 44391.636 7 44391.636 12 44391.636 13 44391.636 11 

24 41831.945 41831.945 18 41831.945 6 41831.945 6 41831.945 28 

25 53709.188 53709.188 7 53709.188 8 54180.966 43 53709.188 10 

26 61377.260 61377.260 11 61377.260 10 61377.260 8 61377.260 19 

27 69464.057 69541.176 27 69496.302 9 69464.046 26 69464.046 45 

28 75482.597 75482.597 5 75482.597 20 75952.113 4 75482.597 20 

29 61818.891 62170.326 28 61818.891 5 61963.374 44 61851.609 30 

30 68193.731 68073.378 11 68193.720 24 68193.720 18 68292.717 17 
 
 

obtains the best known solutions.  We can consider that for n>m, the instances  
in In are easiest than the instances in Im. Then the question is ¿ a structural and 
landscape analysis of the instances can help us to explain the relative hardness ob-
served? To search an answer to this question two additional experiments were re-
alized to analyze the instances estructure and the ruggdness of the landscape.  
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Table 2. Comparative summary of the performance of the improved tabu solution ITS with 
50 iterations 

 
 AMP 

 
TS ITS 0.2 ITS 0.4 ITS 0.6 ITS 0.8 

Val. 50359.151 51730.250 50337.797 50341.934 50383.512 50352.945 
# Bests 24 1 26 25 24 23 

Desv. 0.10% 2.93% 0.05% 0.06% 0.14% 0.08% 

CPU secs 218.23 381.25 374.22 392.92 371.75 368.97 

Table 3. Comparative summary of the performance of the improved tabu solution ITS with 
α=0.2 and 30 iterations 

 AMP ITS 0.2 
Val. 50,359.151 50,344.086

#Bests 22 25

Dev. 0.10% 0.066%

CPU secs 218.23 235.76

Table 4. Structural information of the instances groups I1, I2, I3 and I4, respect to the varia-
tion coefficient. 

Shipment cost     Demand     

 I1 I2 I3 I4   I1 I2 I3 I4 

Min 0.45 0.46 0.46 0.45  Min 0.15 0.15 0.16 0.15 

Median 0.48 0.48 0.47 0.47  Median 0.16 0.16 0.16 0.16 

Max 0.48 0.49 0.49 0.50  Max 0.16 0.16 0.16 0.17 

Mean 0.47 0.48 0.47 0.47  Mean 0.16 0.16 0.16 0.16 

           

Supplier capacity    Exchange rate    

Min 0.10 0.11 0.11 0.10  Min 0.10 0.10 0.10 0.10 

Median 0.12 0.11 0.12 0.12  Median 0.10 0.10 0.10 0.10 

Max 0.12 0.12 0.12 0.13  Max 0.10 0.10 0.10 0.10 

Mean 0.12 0.11 0.12 0.11  Mean 0.10 0.10 0.10 0.10 

           

Fixed cost          

Min 0.10 0.11 0.11 0.10       

Median 0.12 0.11 0.12 0.12       

Max 0.12 0.12 0.12 0.13       

Mean 0.12 0.11 0.12 0.11       
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Table 5. Structural information of the instances groups I1, I2, I3 and I4, respect to the  
skewness. 

Shipment cost     Plants demand    

 I1 I2 I3 I4   I1 I2 I3 I4 

Min 0.08 0.13 0.17 -0.03  Min -0.05 -0.10 -0.06 -0.12 

Median 0.17 0.17 0.25 0.19  Median -0.04 -0.01 0.02 -0.03 

Max 0.23 0.25 0.38 0.35  Max 0.03 0.12 0.05 0.10 

Mean 0.16 0.18 0.27 0.17  Mean -0.02 0.00 0.00 -0.01 

           

Supplier capacity    Exchange rate    

Min -0.10 0.00 -0.30 -0.56  Min -0.03 -0.08 0.05 -0.06 

Median -0.03 0.13 0.00 -0.05  Median 0.00 -0.01 0.06 0.02 

Max 0.50 0.49 0.22 0.64  Max 0.09 0.05 0.07 0.06 

Mean 0.09 0.19 -0.03 -0.01  Mean 0.01 -0.01 0.06 0.01 

           

Fixed cost          

Min -0.10 0.00 -0.30 -0.56       

Median -0.03 0.13 0.00 0.08       

Max 0.50 0.49 0.22 0.64       

Mean 0.09 0.19 -0.03 0.09       

Table 6. Average of the l values obtained in five random walks with two lengths: 1000 and 
50000 steps 

Walk 

 
l average 

(Length=1000) 

 
l average 

(Length=50000)

1 0.25 0.19

2 0.26 0.18

3 0.28 0.20

4 0.28 0.19

5 0.25 0.20

In the third experiment the structural analysis of the instances was done. For all 
instances the sparsity, the variation coefficient and the skewness of the instance 
parameters (shipment cost matrix, fixed cost vector, capacity supplier vector, 
plants demand matrix and currency rate matrix) were calculated. The sparsity 
measures the percentage of parameter structure elements that are equal to zero; the 
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main interest in this measure is that according to Mitchell and Borchers, it has a 
strong influence on algorithm behavior [11]. The variation coefficient (VC) is de-
fined as X/σ  where σ is the standard deviation and X  the mean of the struc-
ture elements. VC gives an estimate of the variability of the structure elements, 
independent of their size. The skewness is the third moment of the mean normal-
ized by the standard deviation; it gives an indication of the degree of asymmetry 
of the structure elements. In all the experiments the instances were considered 
grouped in I1, I2, I3 and I4. Then the sparsity, the variation coefficient and skew-
ness were calculated for the five components of each instance: shipment cost ma-
trix, fixed cost vector, capacity supplier vector, plants demand matrix and  
currency rate matrix. For all the instances and components the observed sparsity 
percentage was zero. Table 4 contains the obtained results for the variation coeffi-
cient and Table 5 the results for the skewness. As we can observe the four in-
stances groups shows a similar structure, because the differences between the  
values of the variation coefficient and of the skeeness are minimal.   

In the fourth experiment a ruggedness analysis of the landscape was done. The 
central idea of the landscape analysis in combinatorial optimization is to represent 
the space searched by an algorithm as a landscape formed by all feasible solutions 
and the objective value assigned to each solution [12]. The information generated 
with the landscape analysis is used to gain knowledge about: the search space cha-
racteristics and their relation with the behavior of local search or metaheuristics 
algorithms [13, 14], the possibility to predict problem or problem instance hard-
ness [15, 16], or indications on useful parameterizations of local search algorithms 
[17]. A search landscape is considered rugged if there is a low correlation between 
neighboring points. To measure this correlation a random walk of length m , is per-
formed in the search landscape to interpret the resulting series of m points {f(xt), 
t=1,…, m} as a time series. The autocorrelation r(s) of the points in the series 
that are separated by s steps is defined as: 

2
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1
( ) ( ( ) )( ( ) )

( )( )
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t t s
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r s f x f f x f
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where σ2(f) and f  are the variance and the mean of the points in the series. Now 

the search landscape correlation length is defined as 

1

ln(| (1) |)
l

r
= −

   

where |r(1)| ≠ 0. Then the lower is the l value, the more rugged is the landscape [18].  
Previously to the determination of the search landscape correlation (l) values 

for the instances in the considered groups, we must determine the length of the 
random walk to be applied. For this purpose were calculated five times the  
average of the l values of all the instances with a random walk length given.  The 
obtained results, with random walk lengths of 1000 and 50000 steps, are showed  
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Fig. 3. Average of the l values obtained in five random walks with two lengths: 1000 and 
50000 steps 

Table 7. Average of the l values obtained with a random walk of 50000 steps, for the 
groups I1, I2, I3 and I4 

 
Search landscape correlation length 

(l value) 

 I1 I2 I3 I4 

minimum 0.17 0.16 0.13 0.14

median 0.20 0.18 0.16 0.19

maximum 0.22 0.21 0.17 0.23

mean 0.19 0.18 0.15 0.19

in Table 6 and Figure 3. As we can observe, with 1000 steps the average of the l 
values varies from 0.25 to 0.28 and for 50000 steps varies from 0.18 to 0.20.  
Given the high resource consumption required to solve the ROCIS instances, we 
consider that with 50000 steps the l values shows an appropriated precision level 
and stability.  Now we calculate the l values for the instances in each group using 
a random walk with 50000 steps.  Table 7 shows the minimum, median, maximum 
and the mean of the average of the l values for each group (I1, I2, I3, and I4). We 
can observe that do not exist a significant difference respect to the landscape rug-
gedness generated for the random walk with the instances in the groups. All the 
average l values are very similar and closer to zero. The random walk algorithm 
seems perceive that the instances have a high hardness level regardless of the 
group that they belong. Given the high ruggedness of the landscape, the different 
levels of instances hardness perceived for the ITS algorithm can be explained by 
the high intensification used in the search process. It seems more appropriate to 
use algorithms that apply more diversification to solve the considered instances. 
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6   Conclusions and Future Work 

This paper approaches the robust capacitated international sourcing problem (Ro-
CIS) which consists of selecting a subset of suppliers with finite capacity, from an 
available set of potential suppliers internationally located. The tabu solution pro-
posed in [1] consists of three phases: build an initial solution, create a neighbor-
hood of promising solutions and perform an extensive search in the neighborhood. 
In this work the construction of the initial solution, the construction of the neigh-
borhood, and the local search were improved. Experimental evidence shows that 
the improved tabu solution outperforms  the best solution reported for six of the 
instances considered, increases 13.6% the number of best solutions found and re-
duces 34% the deviation from the best solution found, respect to the best algo-
rithm solution reported.  

The structural analysis shows that the considered instances groups have a simi-
lar structure, because the differences between the variation coefficient and the 
skewness are minimal.  Moreover, the landscape analysis shows that do not exist a 
significant difference respect to the landscape ruggedness generated for the ran-
dom walk with the instances of the groups. The random walk algorithm seems 
perceive that all the instances have a high hardness level regardless of the group 
that they belong. Given the high ruggedness of the landscape, the different levels 
of instances hardness perceived for the ITS algorithm can be explained by the high 
intensification applied in the search process.  It seems more appropriate to use al-
gorithms that apply more diversification to solve the considered instances. 

As in the improved tabu solution the α value locates the initial solution on dif-
ferent regions of the search space, it can be used as a diversification mechanism in 
the local search by dynamically changing its values. We are now incorporating 
this diversification mechanism in the ITS algorithm. 
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Abstract. Pseudorandom and random numbers generators, plays an important 
role in solving many real or simulated problems, in different domains such as 
Scientific Computing, Physics, Chemistry, Computer Science, Artificial Intelli-
gence, Chaos, Games theory, Statistics, Economics, etc. that directly or  
indirectly include a probabilistic element. These generators can be found in 
calculators, compilers, spreadsheets, electronics files or library tables, Howev-
er, the progressive use of increasingly sophisticated models will demand a fast 
pseudorandom number generation process, which can generate strings of arbi-
trary sizes, and ensure it’s reproducibility, uniformity and statistical indepen-
dence, hence it constitutes an active research field area. This paper presents a 
novel method for obtaining these numbers relevant to various branches of com-
putational optimization. 

1   Introduction 

Random numbers are a staple in the simulation of most discrete systems. One of 
the biggest problems facing people who use heuristics in solving problems is the 
generation of an initial population of random solutions that meet the following 
conditions: 

A) Reproducibility 
B) No repetition  inside a determinate length chain.  
C) Statistical independence 
D) Fast generation process 
E) A minimal space inside memory. 

The solution to this problem can be found with pseudorandom number  
generator. The main idea is to generate statistically random numbers with repeata-
ble characteristics. 
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2   Linear Congruential Method 

Most pseudorandom number generators are based in the general congruential equ-
ation, [13], [10], [15], [12], [2], [11], [1] that can be expressed as following: 

,             (1) 

For i =0, 1, 2, … ,and ni, a, c y m are non-negative numbers. n0 is the seed  
or initial value. If 0 Equation (1) is called mixed method of congruencies. 
When 0, our equation (1), is known as multiplicative method of congruencies.  
Whit an initial value n0, a constant factor a and an additive constant c, equation (1) 
give us a congruence relation (module m)  for all i, generating a remainder succes-
sion {n1, n2,…, ni,…} module m. The previous implies  that ni < m. Starting with 
the numbers from the {ni} succession, we can obtain rational numbers inside an 
interval (0,1). 

Example: Use the general congruencies equation (1), to generate a succession of 
numbers with n0 = 27, a = 17, c = 43 y m = 100. 

n0 = 27, 
 

 
 

 

            

We can see that n4 = n0 = 27, so from i=4 on, the succession values repeats. to 
the number of values without repetition is known as Maximum Period , and is de-
noted with the letter h , In the previous example h=4. 

2.1   Calculation of n0, a, c and m Parameters  

Now we perform an interrelation analysis  that can be achieved for n0, a, c y m, in 
order to satisfy the maximum period property and statistical independence of the 
numbers generated by equation (1) 

Using equation (1) for i = 0, 1, 2,…,we have: 
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.    (2) 

Using the known equation for geometric progression:  

, then the equation (2) takes 

the form: 

.           (3) 

As can be seen in equation (3), we can easily deduce that, with n0, a, c y m  
given, the values  n1 and n2 are totally determinate. Several questions arise at this 
point, Does exists a minimum positive value for i,( i=h), when nh = n0 where h is 
the period of the {ni}succession ?, If h does exists, What values need to be as-
signed to n0, a, c y m in order to achieve the longest succession period possible?. 
This question is important because if  ni = n0,, for some i =h, then nh+1 = n1, nh+2 = 
n2,etc. So this succession is going to be repeated after a h period. Another difficult 
question is  What values  we can be assigned to n0, a, c y m, in order to have a sta-
tistical independent {n0, n1,…, nh},succession and for all practical randomness 
considerations? 

2.1.1   Answers 
The first question has an affirmative answer, Number Theory has demostrated this 
period exists and  its value depends on m [Naylor, 1977, Cáp. 3], [L’Ecuyer, 
2006]. This is equivalent to say that there is not possible to obtain a succession 
without repetitions using congruencies methods. However in practice the period  
of a succession can be fixed in a very high value only when a big enough module 
is chosen.  

The third question have an affirmative answer also, whenever the parameters  
a, c y m achieve the minimum theorical conditions of minimum correlation estab-
lished by [3], [5], [6], [8] According to these references “ the magnitude of a se-
riated correlation ,   is founded between the values  

.    (4) 

The Idea is to find values for the parameters a, c y m that minimize the equation 
(4) and ideally make it zero.” 
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The answer of the second questions can be founded in [7], [8], [9], Most of the 

programming and simulation languages uses a module m = pe, where p is a prime 
number or a product of prime numbers and e denotes the number of digits in a 
word according to processor. Since computers uses  decimal or binary system, we 
will focus only on cases when  p = 2 o p = 10. 

1. For m a potency of 2, fo example m = 2b and 0, the longest possible 
period generated is h = m = 2b, this require that c be a prime relative num-
ber with m, i.e g.c.d(c,m)=1, and 1 , if p is a prime factor of m, 
i.e a=1+pk para k = 0, 1, 2 , …  o   1 4  if 4 is a factor of m, i.e , 
a=1+4k para k = 0, 1, 2 , … applying Coveyou and Greenberger conditions 

we found an approximated condition for a y c, , parameters 

where  , c need to have 

non-par positive values, ther are non conditions  about n0, which can be 
take any positive value less to m, We need to said that this is a necessary 
condition and do not guarantee a minimum seriated correlation, only we 
can assure  the Coveyou and Greenberger condition applying several statis-
tical tests  of randomness to the generated numbers by the combinations of 
parameters, leaving the determination of  conditions for a future work. 

2. For m a potency of 2, for example m = 2b, y c = 0, the longest possible  
period is generate h = m = 2b-2 , which require a non-even seed  and a mul-
tiplicative factor a who satisfies the relation 3 8 , then the so-
lution is a = 3 + 8k  o a = 5 + 8k, for k = 0, 1, 2,…. Then applying the Co-
veyou and Greenberger solution like c = 0, we find a direct way a 
necessary and sufficient condition for the a, c, no and m, parameters that 
ensures the generation of pseudorandom and statistical independent num-
bers, this is √   . Therefor order to establish an optimal a value, we 

need to assign h = 2b-2,  m = 2b then , √ 2  . Now take the value 

a=3 +8k or a=5+8k, for k = 0, 1, 2,…., that is closer to, √ 2 . 
Finally a non-even positive seed is established. 

Example: If  h = 27-2 = 32,  m = 27 = 128, then  Take 
k = 1, to obtain a = 11 o a = 13, then we take a = 11, that is the closer a 
value to  11.31. So our final equation that generate pseudorandom numbers 

is   n0 = 1, 3, 5,…, m-1, i = 0, 1, 2,…, h-1. 

3. For a m prime number  and c=0, the longest possible period to generate is 
h=m-1. It is necessary to select several values for a who that have the 

property that the smallest value of k,   be k=m-1. There-

fore the parameter a be a primitive root of m and n0 and a non-par number, 
[Naylor, 1978]. Example If m = 17, n0 =1, a = 3, satisfies the established 
condition . applying Coveyou and Greenberger condition , as c = 0, we find 
a direct way to have a necessary and sufficient condition with a and c, no 
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and m, parameters to generate pseudorandom and statistical independent 
numbers. This condition is , √ . However the optimal value for  a 
becomes harder to find that the last example. 

4. For m potency of 10, like m = 10d, y , the longest possible period  
generated is h = m = 10d, so we need that c be a relative prime number to  
m, like (c, 2) =1, and  (c, 5) = 1, and . Applying Coveyou 

y Greenberger, conditions we found an approximated condition to  a and c, 

, where ,   c  

needs to take a non-even positive values and relative prime numbers to  5, 
i.e.(c, 5) = 1, there are not conditions for n0, which can take any smaller 
value than m. We must say that this is a necessary condition but do not 
guarantee  minimum seriated correlation, we can only assure that the Co-
veyou and Greenberger condition applying several statistical tests  of ran-
domness to the generated numbers by the combinations of parameters, 
leaving for determinate the enough conditions for a future work. 

5. For m a potency of 10, as m = 10d = 2d5d, y c = 0, the longest possible pe-
riod  generated is h = m = 5x10d-2 [IBMC, 1959], [Naylor, 1978], which 
require a seed n0 non-even and a relative prime to 5, as  (n0, 5) = 1; and a 
multiplicative factor that satisfies the relation , the solu-

tion is either a = 3 + 8k  or a = 5 + 8k, and (a, 5) =1, for k = 0, 1, 2, …. The 
values of a multiplier with period h = m = 5x10d-2 can be assign into 36 dif-
ferent residual classes module  200, given by:  

. (5) 
In consequence, a can be expressed by: 

   (6) 

where p is one of  36 numbers given by equation (5). Applying Coveyou y 
Greenberger conditions, as c = 0 , we find a direct way to have a necessary 
and sufficient condition with a and c, no and m, parameters to generate 
pseudorandom and statistical independent numbers. This condition is 

. Therefore we can establish an optimal a value:  

Establish h = 5x10d-2, m = 10d, calculate . Take a value for 
a = 3 + 8k o a = 5 + 8k, then (a, 5) = 1, for k = 0, 1, 2,…., who is closer to 

. Assign a positive non-par seed to (n0, 5) = 1. 
Example: if  h = 5x104-2 = 500,  m = 104 = 10000, calculate 

 take the value k = 12, to obtain a = 99 o a = 101, then 
we have two possible values for the multiplicative factor a1 = 99 y a2 = 101who 
are two possible values for a  that are closer to 100. So the equations that  

generate pseudorandom numbers are :  and 

0≠c
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, for  i = 0, 1, 2,…, h-1, con  n0 = 1, 5,…, m-

1, and (n0, 5) = 1. 

2.1.2   Resume  
After analyzing the properties and interrelations that can be achieved by the para-
meters n0, a, c and m in order to satisfy the maximum period and statistical inde-
pendence properties of the generated numbers by the equation (1) we summarize 
the properties of the 4 methods discussed on Table 1.   

General congruencies formula  

 
For i=0,1,2,….,m-1 where a, n0, c, and m are positive natural numbers, c<m, 

and n0 is called initial seed. h=Maximum generated period.  

Table 1. Characteristics for the a, n0, c, and m, parameters that optimize multiplicative, 
mixed, binary and decimal methods. 

 Multiplicative method   c = 0 Mixed method   c ≠ 0 
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In the following tables, we show the optimal values that needs to be taken by a, 

n0, c, and m, in order to achieve the conditions of generation of pseudorandom 
numbers for each one of  previously shown methods in table 1 based on the gener-
al congruencies equation(1).  

Table 2. Some optimal values  for a, n0, c, and  m, for multiplicative binary congruencies 
method. In every case, c = 0,  and  

b h = 2b-2  m = 2b   
a1  
 

a2  
 

3 2 8 2.828427125 3 3 
4 4 16 4 3 5 
5 8 32 5.656854249 5 5 
6 16 64 8 11 5 
7 32 128 11.3137085 11 11 
8 64 256 16 19 13 
9 128 512 22.627417 21 21 

10 256 1024 32 35 29 
11 512 2048 45.254834 45 45 
12 1024 4096 64 67 61 
13 2048 8192 90.50966799 91 91 
14 4096 16384 128 131 125 
15 8192 32768 181.019336 181 181 
16 16384 65536 256 259 253 
17 32768 131072 362.038672 363 363 
18 65536 262144 512 515 509 
19 131072 524288 724.0773439 725 725 
20 262144 1048576 1024 1027 1021 
21 524288 2097152 1448.154688 1451 1451 
22 1048576 4194304 2048 2051 2045 
23 2097152 8388608 2896.309376 2899 2899 
24 4194304 16777216 4096 4099 4093 
25 8388608 33554432 5792.618751 5795 5795 

Table 3. Some optimal values for a, n0, c, and m, for multiplicative decimal congruencies 
method el in every case, c = 0, y , and  

d h = 5x10d-2 m = 10d  a1 (optimal) a2 (optimal) 

4 100 10,000 100 99 101 

5 1,000 100,000 316.227766 317 317 

6 10,000 1,000,000 1000 1003 997 

7 100,000 10,000,000 3162.27766 3163 3163 

8 1,000,000 100,000,000 10000 10003 9997 

9 10,000,000 1,000,000,000 31622.7766 31621 31621 

10 100,000,000 10,000,000,000 100000 100003 99997 

}.1,5,3,1{ −∈ mn 0 L

22
b

ma =≈

}1,3,1{ −∈ mn 0 L .1)5,( =0n

22
d

ma =≈
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Table 4. Some optimal values for a, n0, c, and m, for mixed binary congruencies method. In 

every case , y  

 
 
 
 
 
 

 

 

 
 

 

 

 

 

 
Table 5. Some optimal values for a, n0, c, and m, for mixed decimal congruencies method. 

In every case , y . 

 
 
 
 
 
 
 
 

}1,5,3,1{ −∈ m c L }.1,3,2,1,0{ −∈ mn
0

 L

]1)5,(},1,3,1{[ =−∈ cym c L ]1)5,(},1,3,1{[
0

=−∈
0

nym n L

b h = m = 2b a 
3 8 5 
4 16 5 
5 32 5 
6 64 9 
7 128 9 
8 256 17 
9 512 17 
10 1024 33 
11 2048 33 
12 4096 65 
13 8192 65 
14 16384 129 
15 32768 129 
16 65536 257 
17 131072 257 
18 262144 513 
19 524288 513 
20 1048576 1025 
21 2097152 1025 
22 4194304 2049 
23 8388608 2049 
24 16777216 4097 

25 33554432 4097 

 

d 
h = m = 
10d  a

1000 101 1000
10000 101 10000

100000 101 100000
1000000 1,001 1000000

10000000 1,001 10000000
100000000 10,001 100000000

1000000000 10,001 100000000
010000000000 100,001 100000000

00 
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3   Variable Length Integer Number Chain Generation without 
Repetitions  

Let be N the quantity of numbers without repetitions that is needed, the form to 
generate this variable length chains of numbers  without repetition is described as 
follows: 

1. Select one of the methods shown in Table1. 
2. Look on tables 2 and 5 and select a period h of numbers as well as a, n0, c, 

and m parameters, with N ≤ h. 
3. Generate with the chosen method, the first N pseudorandom integer num-

bers {n0,n1,n2,…,nN-1} using the general congruencies equation (1). 
4. Obtain the hierarchy Ji*  of each ones of the numbers generated in the second 

step for i=0 ,1, 2, 3, …, N-1whit respect of all N pseudorandom generated 

numbers. By its definition  but 

in a pseudorandom form and . Moreover be-

cause the order of these factors does not modifies its result, then exists an order 

of hierarchies such as . In this 

case we can establish the relation:  

.    (7) 

Whit: 

.    (8) 

5. The hierarchies obtained in step 4, are precisely the N numbers without re-
petition searched. 

Thiese hierarchies have interesting properties, We start defining one discrete 
function like:  

.      (9) 

is a discrete probability distribution, and the expected value of 1 E(1) is:  

.     (10) 

 

Then the expected value , and the variance 
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,                      (11) 

It is easy to see that , because 

 .            (12) 

 
Again  the order of the factors does not modify the result, then we can use the 

order given by equation (7) to calculate:  

   

(13) 

So , Then from equations 

(11) y (13), we follows that: 

         (14) 

As we can see, they were precisely the same values of a uniform discrete  
distribution. 

4   Variable Length Number Chains without Repetitions in the 
Interval (0,1), (0,1] and [0,1] 

Method 1. Calculate:  

 , with i = 0, 1, 2, 3,…, N-1,          (15) 
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Where Ji are hierarchies , and . Now, using the results from equation 

(8) we have:  

  (16) 

 
Using equations (11) , we have:  
 

,   (17) 

 

And it is easy to prove that  because 

,          (18) 

 
For big N, we have:  
 

.    (19) 

 

Simply we use the equation and the result of the 

equation (14) is:  
 

.      (20) 

For big N, we have:  

.           (21) 

 
Method 2. Calculate:  
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Where Ji are the hierarchies and . now, Using the results from equa-

tions  (8), we have: 
 

  (23) 

 
 
using results from (11), we have: 
 

,    (24) 

 

It is easy to prove that:  because 

,               (25) 

 
For all N > 1, we have that: 
 

.         (26) 

 

Similar if we use , end the result from  (14), we 

have that: 
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Method 3.  Calculate: 

 , for i = 0, 1, 2, 3,…, N-1,   (29) 

Where Ji are the hierarchies, , y . Now, using the result 

from (8), we have that: 

   (30) 

Using the result from (11), we obtain: 
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We can prove easily that:  because 
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For big N, we have that: 
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Using , and equation (14), we have that: 
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Method 4.  Calculate: 

 , for i = 0, 1, 2, 3,…, N-1,         (36) 

Since the hierarchy structure we have that: 
 

    (37) 

 

where Ji are hierarchies y . Now using results from (8), we have that: 

 

.  (38)  

 
Using the results from equation (11), we have that: 
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Is easy to prove that:  because 
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for N > 1, we have that: 
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Using  , and the result from (14), we have that: 

 

.           (42) 

 
For big N we have that: 

.            (43) 

If we analyze the behaviors of   for the 4 methods to obtain values  xi 

a from hierarchies Ji, we can determinate: 
  

a) The worst statistical behavior, belongs to method 3, equation (22), be-

cause for big N ,  this destroy the pseudorandom behavior 

for xi. values. The only advantage is that xi, sum values is always 1.  
For not so big N values the discrete uniform distribution behavior is  
preserved.  

b) Methods 1, 2 and 4, equations (15), (22), and (36) do not have any sub-

stantial differences , because for each one y , these 

values are precisely the same for uniform continuous distribution. 
 

Example of variable length integer number chains generation without repeti-
tions: suppose that we need to generate a certain amount of numbers  N = 20. 

 
1. First we select one of the congruencies methods from table 1, for this ex-

ample we take the multiplicative binary congruencies method.   
2. Because N= 20, we take h ≥ 20,for our example h = 26 = 64. Looking into 

table 2, the parameters values for equation 1, are: m = 28 = 256, a1 =13 o  

a2 =19,  c = 0, y  

3. From equation .(1), and and the parameters values a, n0, c, and m, ob-
tained by the second step, we have 2 possible equations to generate pseu-
dorandom numbers, these are:  

 

, and         (44)  
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   (45) 

 
Where i = 0, 1,2,…, N-1. 

4. Obtain hierarchies from , numbers generated by equations (44) y (45). 

5. Using one of the methods translate this hierarchies values to intervals 
(0,1) or (0, 1], or( 0, 1) or [0, 1], from the equations (15), (22), (29),  
y (36). 
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Abstract. This work presents a comparison of hybrid techniques used to improve 
the Ant Colony System algorithm (ACS), which is applied to solve the well-
known Vehicle Routing Problem (VRP). The Ant Colony System algorithm uses 
several techniques to get feasible solutions as learning, clustering and search strat-
egies. They were tested with the dataset of Solomon to prove the performance of 
the Ant Colony System, solving the Vehicle Routing Problem with Time Win-
dows and reaching an efficiency of 97% in traveled distance and 92% in used ve-
hicles. It is presented a new focus to improve the performance of the basic ACS: 
learning for levels, which permits the improvement of the application of ACS 
solving a Routing-Scheduling-Loading Problem (RoSLoP) in a company case 
study. ACS was applied to optimize the delivery process of bottled products, 
which production and sale is the main activity of the company. RoSLoP was for-
mulated through the well-known Vehicle Routing Problem (VRP) as a rich VRP 
variant, which uses a reduction method for the solution space to obtain the optimal 
solution. It permits the use in efficient way of computational resources, which, ap-
plied in heuristic algorithms reach an efficiency of 100% in the measurement of 
traveled distance and 83% in vehicles used solving real-world instances with 
learning for levels. This demonstrates the advantages of heuristic methods and in-
telligent techniques for solving optimization problems.  

1   Introduction 

Planning and scheduling are related to many producer activities for several com-
panies. Sometimes they are associated with the transportation of goods, the main 
activity for many companies. A survey of transportation applications [34] estab-
lishes that delivery of goods using the minimum quantity of resources reduces op-
eration costs, which increases the utilities for the companies from 5 to 20 percent. 

Transportation problems, based on study cases, have been an object of study for 
many researchers who have approached their solution in two main areas: 1) the 
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development of rich formulations of solution and 2) the construction of efficient 
algorithms to solve them. Theoretical applications of transportation have been de-
veloped to prove the performance of the solution algorithms, as the dataset of  
Solomon, a set of instances developed to measure the implementations for the Ve-
hicle Routing Problem with Time Windows, a well-known NP-Hard problem re-
lated to the transportation of goods. RoSLoP formulation, defined in [10], presents 
a heuristic approach as an alternative for solving 11 VRP variants in an integrated 
rich VRP problem. This formulation requires a minimum of 29

 
integer variables to 

solve 30 restrictions to solve the basic formulation. However, due as a necessity of 
metrics of performance for the developed algorithms, it was developed a new for-
mulation in [13]. It is based on a linear transformation function and its formulation 
contains 22

 
integer variables and 15 restrictions to solve 12 VRP variants. This 

formulation allowed the computation of an optimal solution for RoSLoP. This 
work, focuses on the heuristic solution presented in [10], based on an ant colony 
system algorithm and the addition of techniques used to improve the quality of the 
obtained solutions for VRPTW and its application solving RoSLoP given the 
computed optimal solution. VRP variants are defined in section 2. Ant algorithms 
and ACS are described in section 3. Section 4 presents the RoSLoP definition and 
the reduction method, needed to obtain the optimal solution. Sections 5 and 6 pre-
sent the heuristic and exact solution strategies. Section 7 show the experimentation 
and results solving Solomon’s and RoSLoP instances and Section 8 presents the 
conclusions and future applications for this work.  

2   Vehicle Routing Problem (VRP) Related Works  

VRP, defined by Dantzig in [12], is a classic problem of combinatorial optimiza-
tion. It consists in one or various depots, a fleet of m available vehicles and a set 
of n customers to be visited, joined through a graph G(V,E), where V={v0, v1, v2, 
…,vn} is the set of vertex vi, such that v0 the depot and the rest of the vertex repre-
sent the customers. Each customer has a demand qi of products to be satisfied by 
the depot. E={(vi, vj) | vi,vj ∈ V, i ≠ j} is the set of edges. Each edge has an associ-
ated value cij that represents the transportation cost from vi to vj. The VRP problem 
consists of obtaining a set R of routes with a total minimum cost such that: each 
route starts and ends at the depot, each vertex is visited only once by either route, 
or the length of each route must be less than or equal to L. 

2.1   VRP Variants 

The most known variants of VRP add several constraints to the basic VRP such as 
capacity of the vehicles (Capacitated VRP, CVRP) [29], independent service 
schedules at the customers facilities (VRP with Time Windows, VRPTW-
VRPMTW) [8], multiple depots to satisfy the demands (Multiple Depot VRP, 
MDVRP) [24], customers to be satisfied by different vehicles (Split Delivery 
VRP, SDVRP) [1], a set of available vehicles to satisfy the orders (site dependent 
VRP, sdVRP) [33], customers that can ask and return goods to the depot (VRP 
with Pick up and Delivery, VRPPD) [16], dynamic facilities (Dynamic VRP, 
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DVRP) [2], line-haul and back-haul orders (VRP with Backhauls, VRPB) [22], 
stochastic demands and schedules (Stochastic VRP, SVRP) [1], multiple use of 
the vehicles (Multiple use of vehicles VRP, MVRP) [17], a heterogeneous fleet to 
deliver the orders (Heterogeneous VRP, HVRP) [31], orders to be satisfied in sev-
eral days (Periodic VRP, PVRP) [8], constrained capacities of the customers for 
docking and loading the vehicles (CCVRP) [10], transit restrictions on the roads 
(road dependant VRP, rdVRP) [10] and depots that can ask for goods to another 
depots (Depot Demand VRP, DDVRP) [10].  

A rich VRP variant, based on the Dantzig’s formulation, is defined in [11] as an 
Extended Vehicle Routing Problem, which is applied to real transportation prob-
lems. However, the extended VRP requires the addition of some restrictions that 
represent transportation situations, this increase its complexity making more diffi-
cult the computation of an optimum solution through exact algorithms.  

Recent works have approached the solution of rich VRP problems like the 
DOMinant Project [20], which solves five variants of VRP in a transportation 
problem of goods among industrial facilities located in Norway. Goel [19] solves 
four VRP variants in a problem of sending packages for several companies. Pis-
inger [25] and Cano [5] solve transportation problems with five VRP variants. 
RoSLoP was formulated initially in [28] with six VRP variants. However, due 
new requirements of the company it was necessary to formulate a VRP with 11 
variants in [21]. This new formulation allows the solution of instances of 12 VRP 
variants. Table 1 details the variants solved by various authors.  

Table 1. Related works about known rich VRP variants 

           Solved  
            variants
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Hasle [20]          
Goel [19]           
Pisinger [25]          
Cano [5]          
Rangel [28]         
Herrera [21]      

3   The Ant Colony System Algorithm (ACS) 

ACS is a bioinspired algorithm based on the behavior of ants which searches the 
best routes toward their anthill to carry food. ACS uses two main characteristics: 
the heuristic information rsη , used to measure the predilection to travel between a 

pair of vertex (r,s); and the trails of artificial pheromone rsτ . They are used  

to compute the learned reference of traveling in a determined arc (r,s). The  
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heuristic information is used to determine the next node to visit, so is computed 
with Equation 1. 

( ) 1)( −⋅+⋅Δ= rsssrsrs tcstwstη  (1) 

Where 
rstΔ  is the difference between the current time and the arrival time to 

node s, wss
 
represents the remaining size of the time window in s, sts

 
is the time of 

service in s and tcrs
 
is the travel cost from node r to node s. This calculation gives 

preference to those customers where: a) the needed time to arrive to the facilities 
starting from the actual position is the smallest, b) the time of attention since the 
current hour plus the time of service is the smallest, and c) the traveling time is 
minimum. However, due to the existence of the variant HVRP, the next more ap-
propriate vehicle must be chosen, for this reason Equation 2 defines the computa-
tion of the heuristic information to select the vehicles. 
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Where vη  is the value of the heuristic information for the mobile unit v, 
vnv

 
is a 

bound of the quantity of travels required for the vehicle v to satisfy all the de-
mands of ( )kN r , 

vTM  is the average of the service time in ( )kN r , 
vTR  is the time 

trip average of the vehicle to ( )kN r , 
vtr

 
is the available time for the vehicle v, 

vtm
 

is the time of attention for the vehicle v; /v vtr tm
 
is a factor of use/availability.  

Equation 2 forces the selection of those vehicles whose times of trip, times of ser-
vice, remaining period of service and preference level are the smallest. The elec-
tion of a node is done through a pseudo-randomly rule. It establishes that given an 
ant k, located in a node r with 

0q
 
a balancing value between the constructive fo-

cuses and q a random value, these parameters are used to choose the next node to 
be visited through the Equation 3. 

 

 

 

(3) 

Where β  represents the relative importance of the pheromone versus the dis-

tance. If 
0q q<

 
then, exploitation of the learned knowledge is done, applying a 

nearest neighborhood heuristic. Otherwise, a controlled exploration is applied to 
the ant with the best solution using Equation 3. ACS uses the evaporation of phe-
romone trails to reduce the solution space through global and local updates. Both 
update strategies use an evaporation rate ρ . Local update is done to generate dif-

ferent solutions the already obtained. Equations 4 and 5 represent the local and 
global update respectively. The global update process and the pseudo-randomly 
rule directs toward a more direct search. 
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rsrsrs τρτρτ Δ+−← )1(  (4) 

                                        
0)1( ρττρτ +−← rsrs
 (5) 

The global update rsτΔ is computed like the inverse of the length of the shortest 

global solution generated by the ants; the trail of pheromone 
0τ  used in the local 

update, is the inverse of the product of the length of the shortest global solution 
generated and the number of visited nodes, establishing dependence with the size 

 
ACS_Algorithm( β , ρ ,  q0 ) 

1. gb InitialSolutionψ ←  

2. # _ ( ) 1gbt active vehicles ψ← −  

3. repeat 

4.     repeat 

5.           lb In itia lSo lu tionψ ←  

6.           For each ant k ∈K 

7.                 new_ant_solution( , , )k k t INψ ←  

8.                 : 1k
j jj IN INψ∀ ∉ ← +  

9.                   If ( ) ( )k lbvisitedClients visitedClientsψ ψ>  

10.                      l b kψ ψ←  

11.                      : 0jj I N∀ ←  

12.                      End repeat 

13.                 End If 

14.              Execute Local_update (
0τ ,

rsτ ) 

15.         End For 

16.         Execute Global_update (
rsΔ ,

rsτ ) 

17.   Until stop criteria are reached 

18.       If lbψ  is feasible and better than g bψ  then 

19.             g b l bψ ψ←  

20.             # _ ( ) 1gbt active vehicles ψ← −  

21.       End If 

22. Until stop criteria are reached 

Fig. 1. The ACS algorithm 
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of the instance. In each iteration, ants examine in the neighborhood of the best ant 
while local update changes the desirable use of the roads. Fig. 1 shows the scheme 
of the basic ACS, which is regulated by three parameters: ρ , β  and 

0q . An ini-

tial feasible solution is created using a Nearest Neighborhood algorithm (Line 1).  

When an ant colony is created (Lines 4-18), an improved global solution is 
searched through the construction of a fixed number of ants per colony and with 
local and global updates of the pheromone trails for vehicles and customers (Lines 
13 and 15). If the local solution has been improved (Line 9), the current colony 
ends (Line 12), the local solution is compared with regard to the best global solu-
tion (Line 18) and the updates are done (Lines 19-20). 

The stop criteria (Lines 17 and 22) are specified with respect to the number of 
iterations and the execution time. ACS uses the methods #active_vehicles and #vi-
sited_customers to determine the number of vehicles used and the number of cus-
tomers visited in the solution.  

The function #depot is used to get the owner of a specific vehicle to a depot. 
The integer vector 

rIN
 
stores the number of times a customer r has not been in-

serted in a solution. IN is used by the construction procedure to favor the custom-
ers that are less frequently included in a solution. The constructive procedure 
new_ant_solution builds the routes of the new solution with the ant k, using t ve-
hicles to satisfy customer demands. The basic ACS is improved through some 
techniques as restricted lists, learning and complexity reduction techniques. 

3.1   State of Art 

ACO was introduced initially in [15] through the creation of Ant System (AS), 
which was formed by three algorithms: Ant-density, Ant-quantity and Ant-Cycle. 
Ant-density and Ant-quantity uses the update of pheromone trails in every step of 
the ants, while Ant-Cycle makes updates after a complete cycle of the ant. These 
algorithms were tested with the Traveling Salesman Problem (TSP), with good re-
sults and the assurance that this method can be applied in several types of prob-
lems. A study of the correct configuration of AS for solving TSP was done in [7], 
which concludes that the main parameter is β  and establishes that the optimal 

number of ants is equivalent to the number of nodes of the problem. The proper-
ties of the Ant-cycle algorithm was done in [6] based on uniform and randomly 
distributions of the ants at the nodes whole results shown a few differences; how-
ever, randomly distribution obtains the best results.  

A learning technique, based on Q-learning applied to AS was applied in [18], it 
was named Ant-Q. It was applied for solving the TSP and Asymmetric TSP 
(ATSP) through the use of a table of values Q, equivalent to the table of values of 
Q-learning, which is used to indicate how good a determined movement towards a 
node s is since a node r. It applies a rule to choose the next node to be visited and 
reinforcement learning applied to the Q values using the best tour of the ants.  

An improved AS named Ant Colony System (ACS) [14] presents three main 
differences with regard AS: a) the transition-state rule is modified to establish a 
balance between the exploration of new arcs and a apriority exploitation of the 
problem; b) the global updating rule is applied only to the arcs of the tour of the 
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best ant; c) a local updating of the pheromone is applied while ants build a solu-
tion. ACS was applied to TSP and ATSP with the addition of a local search based 
on a 3-opt scheme. A new ant algorithm named Max-Min Ant System (MMAS) 
was proposed in [30], establishing three differences with regard to AS: a) the up-
dating rule was modified to choose the best tour of the ants and the best found so-
lution during the execution of the algorithm, increasing with this the exploration; 
b) a upper limit for the pheromone trails was established, which permits that a 
subset of nodes not being chosen in recurrent form; and c) the pheromone trails 
were initialized with the permitted upper bound to choose only the best arcs, in-
creasing their pheromone trails and ants rarely choose bad arcs to build a solution.  

Other variant of AS, named ASrank, was developed in [4]. It consist of a sort-
ing of the ants (once that ants has built their solution) following the length of tra-
vel and to weight the contribution of the ant to the trail-pheromone updating level 
according a rate μ; it permits that only the best ω ants are considered, omitting the 
pheromone trails of some ants that uses sub-optimal roads. This algorithm was 
tested with TSP instances. This works focuses on some techniques applied to the 
Ant Colony System (ACS) for solving the vehicle routing problem; a generalized 
TSP with transportation constrains that defines the Vehicle Routing Problem with 
Time Windows (VRPTW), a known NP-hard problem object of study for many 
researchers. The techniques used to improve the performance for the basic ACS 
and an application for ACS in a real environment is presented. 

The clustering technique (CT). A Clustering Technique (CT), proposed in 
[14], is elaborated through feasibility conditions and location of the customers in 
the graph. These techniques are applied to limit the global population into subsets 
with certain conditions. The developed CT is created in five steps:  

Step 1. A Minimum Spanning Tree (MST) is generated including all the cus-
tomers and the depot of the instance.  

Step 2. The mean μ and standard deviation σ  are obtained, the minimum and 

maximum costs associated to the roads included in the MST.  
Step 3. The percentage of visibility θ of the associated costs to each road be-

longing to the MST is computed through the Equation 6. 

{ } { }( )2 arg max arg minrs rstc tc
σθ =

−
      ( , )r s MST∈  

(6) 

If 0.1θ < , the location of the customers in the instance follows an uniform dis-
tribution. Otherwise, it is possible the existence of regions in the space with more 
density.  

Step 4. The clustering rule to define the regions is applied: if 0.1θ ≥ , the con-
glomerates are formed following a hierarchical clustering. Otherwise, all the  
customers form a single conglomerate. The threshold of acceptance ω  of the 
Equation 7 is an autoadaptative characteristic of the method. 

{ }
MSTarc

rs
rs

tc
∈

⋅= maxarg2ω  (7) 
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Step 5. When the ownership of each customer to a conglomerate is defined, 

heuristic information is modified with the ownership rule for the customers rc
 
and 

sc , which belong to different groups ih
 
and jh . 

If 
jsirji hchchh ∈∧∈≠ |  then 

C

H
rsrs ⋅= ηη  ,r sc c C∈ ; ,i jh h H∈  (8) 

Equation 8 permits the inhibition in proportional form to prefer a determined 
customer with regard to others; it is based in the ownership to the different con-
glomerates and the number of these. Search Techniques (ST). The developed 
ACS, uses an initial search based on the nearest neighborhood technique of the 
Equation 9, which gets a deterministic solution of reference that is improved 
through local search techniques. 

      ( ) 1−+⋅Δ= ssrsrs stwstη           (9) 

The local search includes schemes of exchange of axes as 3-opt [3], which in-
cludes the 2-opt[32] and Cross-Exchange [9], which operate on two routes, it in-
cludes other simple operators, which permits the use of empty segments using 
movements type 2-opt* [26], Relocation, and Exchange [27]. These schemes are 
applied to cover the solution space widely. 

Distributed Q-Learning (DQL). A new ant algorithm named DQL is presented 
in [23]. It is similar to the Ant-Q algorithm [14], but establishes three main differ-
ences: a) DQL does not use heuristics dependent of domain, reason why it does 
not require additional parameters, b) DQL updates the Q values only once with the 
best solution obtained for all the agents and c) DQL permits more exploration and 
a best exploitation. DQL establishes that all the agents have an access to a tempo-
ral copy Qc of the evaluation functions (Q values) for each pair state-action. Each  

 

 
 

Fig. 2. The DQL Algorithm 
 

DQL ( )
Initialize Q(s,a) 
Repeat (for n episodes) 
   Initialize s, Qc(s,a)  Q(s,a)  
   Repeat (For each step of the episode) 
      Repeat (for m agents) 
  Execute action a, observe r, s’ 
  Qc(s,a) Qc(s,a)+ α[γmaxa’ Qc(s’,a’)–Qc(s,a)] 
  s  s’; 
   Until s is terminal 
   Evaluate the m proposed solutions 

    Assign a reward to the best found solution         
      and update the Q-values: 
     Q(s,a)  Q(s,a)+ α[r + γ maxa’ Q(s’,a’)–Q(s,a)] 
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ACS_LL( ) 
Initialize Data Structures 
Do 
   For each ant: start a solution 
  Tau_rs_copy  Tau_rs 
     Do 

For each ant  
  Apply the pseudo-randomly rule to    
    build a solution  

            local pheromone update (Tau_rs_copy) 
     until ∀ ants have complete their solution          
    Global Pheromone Update (Tau_rs) 
Until Stop criteria is reached 

time that an agent has to choose an action, it observes the copy of the Q values to 
execute the next action, once that the next action is chosen the table Qc is updated. 
This process is similar to Ant-Q; however, all the agents of DQL update and share 
their common values Qc. When all the agents have found a solution, this copy is 
deleted and the original Q values are rewarded, using the best obtained solution by 
the agents. The DQL algorithm is shown in Fig. 2. 

The Qc values are used as a guide, which permits that the agents can observe more 
promissory states. So, DQL permits a bigger exploration and a better exploitation 
since only the best actions are rewarded. DQL was compared in [23] with Ant-Q and 
Q-learning solving TSP instances and it obtains a faster convergence with regard the 
other algorithms without needing the configuration of extra parameters. 

Learning Levels (LL). The main similarity of DQL with ACS is the fact that 
both use a table of values in which the learned experience is storaged: in DQL is 

the table of Q-values while in ACS is the pheromone table rsτ . This relation per-

mits the implementation of DQL over the ACS algorithm and it permits the devel-
opment of a new technique, named learning for levels. The scheme of ACS with 
learning for levels is shown in Fig. 3.  

 

 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 3. ACS with Learning for Levels 

Learning levels defines two levels of knowledge: the first level is equal to the 
values of the original pheromone table, which only contains the information of the 
best obtained solution for the ants and it is modified only in the global updating 
process; while the second level equals to the copy of the pheromone table, which 
contains the local values of the pheromone and it is used for the ants as a guide in 
the search of better solutions. This level is updated locally for each ant in the local 
update process. 

4   RoSLoP: A Real-World Industrial Application 

RoSLoP, immersed in the logistics activity of the company study case, involves 
three main tasks: routing, scheduling and loading. The mathematical model of  
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Fig. 4. Definition of RoSLoP 

RoSLoP was formulated with two classical problems: routing and scheduling 
through VRP and the loading through the Bin Packing Problem (BPP). Fig. 4 
shows RoSLoP and its relation with VRP-BPP. 

4.1   Routing-Scheduling Constrains 

The Routing-Scheduling problem is formed by the next elements:  

• A set of facilities with finite capacity for the attention of the vehicles, formed 
by customers C and depots D with independent service schedules at a facility 

j ,j jst et⎡ ⎤⎣ ⎦ , where jst and jet
 
represent the time when a facility j starts and 

ends its operation. The travel time between a pair of facilities i and j is repre-

sented by ijt . An integer variable ijkx
 
is used to assign an arc (i,j) to a route k. 

Depots have the possibility of request goods to other depots. A set of routes 

dK
 
that starts and ends at the depot must be formed. This description is re-

lated to VRPTW, VRPMTW, CCVRP, SDVRP, MDVRP and DDVRP.  

• A fleet of vehicles with heterogeneous capacity dV , with a service time  

stime
v 
and a time for attention vjtm , which depends on the capacity of the ve-

hicle vjC
 
that visit a customer j and the available people for docking and 

loading the containers 
vPallets of the vehicle v where the goods are trans-

ported (HVRP, CVRP, MVRP, sdVRP). An integer variable
vky is used to as-

sign a vehicle v to a route k.  

4.2   Loading Constrains 

The Loading problem consists of the next elements:  
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•  A set of orders Q to be satisfied at the facilities of the customers, formed by 

units of products per each customer jI Q∈ . Each box (product package) has 

different attributes such as weight (w), high (h), product type (pt), supported 
weight (sw), packing type (pkt) and beverage type (bt).  

•  The load must have different accommodation: This process is done in two 
stages of balancing: a) with the accommodation of the most weighted and b) 
the order of customers to be visited. These processes are solved through the 
DiPro algorithm [11], which places the load into the vehicles according to dif-
ferent restrictions of balancing of load.  

•  A set of roads represented by the edges of the graph. Each road has an as-
signed cost 

ijc , each one with a threshold of allowed weight 
vjMAXLoad

 
for 

a determined vehicle v that travels towards a facility j, and a travel time 

ijt from facility i to j. (rdVRP)  

The objective of RoSLoP is to get a configuration that allows the satisfaction of 
the set of ORDERS at the set of the customer facilities, minimizing the number of 
vehicles used and the distance traveled. This new formulation includes a model 
with 12 variants of VRP: CVRP, VRPTW, VRPMTW, MDVRP, SDVRP, sdVRP, 
VRPM, HVRP, CCVRP, DDVRP, rdVRP and OVRP, described in section 2.1. A 
study of complexity factors of the base case of RoSLoP sets that Rangel’s mathe-
matical formulation [28] requires 26

 
integer variables to solve 30 restrictions,  

it solves five VRP variants. Herrera’s approach [21] needs 29
 
integer variables  

to solve 30 restrictions of the formulation for solving 11 VRP variants. The pro-
posed formulation contains 22

 
integer variables and 15 restrictions to solve 12 

VRP variants. 

4.3   A Reduction Technique for the Loading Elements 

The loading dataset of RoSLoP was defined in [11] as a set of n-variant units, in 
which a unit is defined unit=(w,h,sw,idp,kp,pkt,bt). A preprocessing must be done 
to reduce the loading dataset into a linear set of object in the domain of multiple 
variants. The loading dataset is characterized in a linear dataset through a reduc-
tion technique, developed through the learned reference of this case study: “bigger 
objects are the most weightened”. The reduction technique is illustrated in Fig. 5, 
in which, an order of a customer j is transformed. It consists of two steps: 1) the 
construction of loading units and 2) the transformation of these units in a represen-
tative set of real numbers. 

The construction of loading units, done through the DiPro, is invoked. As a re-
sult, two kinds of units are created: homogeneous and heterogeneous platforms. 
Homogeneous platforms are constituted by products of the same type, while het-
erogeneous platform are constituted with different types of products with similar 
characteristics. Both, homogeneous and heterogeneous platforms are defined as a 
set ITEMS

j
={∀(w

i
,h

i
)}, where w

i 
and h

i 
represent the weight and height of each  
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Fig. 5. Transformation of the orders dataset of the case study 

unit. Then, each pair (w
i
, h

i
) is transformed into a number item

i 
using the following 

Equation 10. This equation represents the relationship between the dimensions of 
the objects. A detailed review of DiPro is presented in [21].  

                                (10) 

The capacity C
vj 

of a vehicle v to visit node j is transformed likewise. Each con-

tainer that belongs to a trailer has two attributes: a high hpallet
ij 

and weight wpal-

let
ij 

of the assigned load to visit customer j. The width of the load is determined by 

a categorization of products, asked the company to group the products. This is ne-
cessary for adjusting the load to the containers. The transformation of the vehicles 
dimensions is shown in Fig. 6. 

1.3375i=4

1.5375i=3

1.5375i=2

1.1375i=1

hwPalletsv

1.3375i=4

1.5375i=3

1.5375i=2

1.1375i=1

hwPalletsv

12

12

1

375Load
Pallet

MAX
w

Pallets
= =

2 2

2 2

4

12
1

5.379i i

i i

pallet pallet

i pallet pallet

h w
C

h w=

⎛ ⎞
= =⎜ ⎟⎜ ⎟+⎝ ⎠
∑

i jpalleth

ijpalletw
( , )

i j i jv pallet palletPallets h w=

0

1

2

1000

1500

0

1

2

1000

1500

0 1000 1500

1000 0 0

1500 0 0

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

Node v

Node j
0        1           2 

Unit of product

Container of the vehicle’s trailer

Categorization process

Given that 16Palletsv =  

Fig. 6. Transformation of the vehicles dimensions 

It is established a uniform distribution of weight for the load in each container. 
Equation 11 is used to obtain the capacity of the vehicle. It ensures that the dimen-
sions of the load objects and the vehicles are equivalent. 

i i
i

i i

h w
item

h w
=

+ ji ITEMS∈
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1

v
i j i j

i j i j

Pallets
pallet pallet

vj
i pallet pallet

h w
C

h w=
=

+∑                   , dj C v V∈ ∈   
(11) 

Once defined the input parameters and the instance is preprocessed; these ele-
ments are used to formulate the integer programming model. The combination of 
these elements generates the exact solution for the related rich VRP. 

5   The Exact Approach of RoSLoP 

The objective of RoSLoP is to minimize the assigned vehicles and the distance 
traveled, visiting all the customer facilities and satisfying the demands. Each route 
k is constituted by a subset of facilities to be visited and a length kϕ . Equation 12 

is used to get the maximum covering set established by the use of variant HVRP. 
Equations 12-14 permit obtaining the length and the travel time on a route k. 

                                ( )
( )

arg

arg

j

d d

vj

max I
K V

min C

⎡ ⎤
= ⎢ ⎥

⎢ ⎥⎢ ⎥

           , ,d dj C K K v V∈ ∈ ∈   
(12) 

                                    
k ij ijk

j C D i C D

c xϕ
∈ ∪ ∈ ∪

= ∑ ∑                        , dk K v V∈ ∈  (13) 

                   
d

k ij ijk vj ijk vk
j C D i C D i C D j C D v V

t t x tm x y
∈ ∪ ∈ ∪ ∈ ∪ ∈ ∪ ∈

= +∑ ∑ ∑ ∑ ∑             
dk K∈    (14) 

The objective function of the problem, defined by Equation 15, minimizes the 
number of assigned vehicles and the length of all the routes generated, formulated 
according VRP. Equations 16-18 are used to generate feasible routes and solve the 
related TSP problem. Equation 16 restricts each edge (i, j) on a route k to be trav-
ersed only once. Equation 17 ensures that route k is continuous. Equation 18 is 
used to optimize the covering set related with the objective function. These equa-
tions solve variants DDVRP and MDVRP. Equations 19-22 compute the time 
used by a vehicle assigned to route k. Equation 22 ensures that the use of a vehicle 
does not exceed the attention time at facility j. These equations permit solving the 
variants VRPTW, VRPMTW and VRPM. The variants CCVRP and SDVRP are 
solved using the Equations 23-24, which ensures that two routes k and k’ do not 
intersect each other at a facility j. 

min   =
k K v Vd d

k vkz yϕ
∈ ∈

∑∑  
(15) 

1ijk
i C D

x
∈ ∪

=∑                            ,dk K j C D∈ ∈ ∪  (16) 
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                        0ijk jik
i C D i C D

x x
∈ ∪ ∈ ∪

− =∑ ∑              ,dk K j C D∈ ∈ ∪            (17) 

                              1ijk
i C D j C D

x
∈ ∪ ∈ ∪

≥∑ ∑               
dk K∈                         

(18) 

                                
k vk vt y stime≤                                  ;d dk K v V∈ ∈          (19) 

                          
d

jk jk ij ijk vj vk
i C D v V

l a t x tm y
∈ ∪ ∈

≥ +∑ ∑           , dj C D k K∈ ∪ ∈     
(20) 

                            
jk ijk ij ijk

i C D i C D

a x t x
∈ ∪ ∈ ∪

=∑ ∑               , dj C D k K∈ ∪ ∈      (21) 

                                       'jk jk jka l a≤ ≤                    'k k< , , ' dk k K∀ ∀ ∈  (22) 

Equations 23-25, combined with the linear transformation function, define the 
restrictions for variants CVRP, sdVRP, rdVRP and HVRP. Equation 23 estab-
lishes that a vehicle is assigned to a route k. Equation 24 ensures that vehicle ca-
pacities are not exceeded. Equation 25 establishes that all goods must be delivered 
and all demands are satisfied. The relaxation of the model that permits the solution 
of the variant OVRP consists of the reformulation of Equation 17 through 26. 

1
d

vk
v V

y
∈

≤∑               dk K∈  
(23) 

              
j

r ijk vj vk
i C D r I

item x C y
∈ ∪ ∈

≤∑ ∑                    , ,d dj C D k K v V∈ ∪ ∈ ∈      
(24) 

                  0
j

j r ijk
i C D r I

I item x
∈ ∪ ∈

− =∑ ∑                     , jj C D I Q∈ ∪ ∈               
(25) 

                       1ijk jik
i C D i C D

x x
∈ ∪ ∈ ∪

− ≤∑ ∑               ,dk K j C D∈ ∈ ∪             
(26) 

The right side of Equation 26 is 0 when a route starts and ends at a depot; oth-
erwise, when the right side has the value 1 means that route starts at a depot and 
finishes at a different facility. 

6   The Heuristic Solution of RoSLoP 

The methodology of solution, shown in Fig. 7, creates a feasible solution for 
RoSLoP. The Routing-Scheduling is solved by the basic ACS algorithm and three  
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Fig. 7. Methodology of Solution 

modules of improvement: reduction complexity, search and learning techniques. 
The DiPro algorithm, created in [11] was modified to compute the solution for the 
reduced elements and its structure was reduced to the Construction and Assign-
ment modules for this heuristic solver. 

The scheme of solution is shown in Fig. 7. When a solution for Routing-
Scheduling is built, the Assignment module is invoked to place the transformed 
units into the mobile units. This scheme is able to generate feasible solutions for 
RoSLoP, using the developed ant colony system algorithm and the improvement 
techniques described in section 3. 

7   Experimentation and Results  

7.1   The Dataset of Solomon  

The performance of the basic ACS, described in section 3.1 and proposed in [14] 
was compared versus the ACS plus Search Techniques (ACS+ST), ACS plus 
Clustering Techniques (ACS+CT) and ACS plus Learning for Levels (ACS+LL). 
All the algorithms were applied to solve the Vehicle Routing Problem with Time 
Windows of Solomon’s dataset, which is formed of 56 instances grouped in six 
sets named: C1, C2, R1, R2, RC1, RC2; everyone with 9,8,12,11,8 and 8 cases 
with n = 100 nodes respectively.  

The set of instances is named according the characteristics of the cases that 
form them: the group C is formed by customers in one area. Instances of type R 
have sets of customers uniformly distributed over a squared area; the group RC 
has a combination of customers uniformly distributed and grouped in areas. The 
instances of type 1 have reduced time Windows and small capacity for the vehi-
cles while instances of type 2 have wider time windows and bigger capacity for 
the vehicles. Therefore, solutions of instances type 2 have few routes and more 
customers visited by a route. Best known solutions are referenced to VRPWEB 
[16]. The configuration of ACS was: q

0 
= 0.65, β = 6 and  ρ = 0.1, with 15  
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generations per colony and 100 ants per generation, according to [14], where the 
optimal number of ants is equivalent to the number of nodes of the instance. The 
ACS developed was coded in C# and it was executed during 1800 seconds  
(30 minutes). Results are shown in table 2. 

Table 2. Comparative of ACS plus Improvement Techniques 

Distance  Traveled Instances 
dataset ACS ACS+ 

ST 

ACS+ 

CT 

ACS+ 

LL 

Best known 
solution 

C1 883.30 829.77 1894.17 887.17 828.38 

C2 634.48 595.01 1643.15 633.67 589.86 

R1 1455.35 1271.85 1902.76 1437.93 1208.50 

R2 1221.16 980.20 1992.72 1245.66 961.72 

RC1 1627.36 1441.39 2251.40 1599.03 1377.79 

RC2 1452.36 1178.50 1972.77 1456.16 1119.79 

Accumulated 68559.44 59231.57 101876.14 68452.79 57231.0 

 
Table 2. Continuation 

 

Vehicles  Used Instances 
dataset ACS ACS+ 

ST 

ACS+ 

CT 

ACS+ 

LL 

Best known 
solution 

C1 10.00 10.00 17.78 10.00 10.00 

C2 3.00 3.00 10.00 3.00 3.00 

R1 13.58 12.75 23.00 13.42 11.92 

R2 3.09 3.09 9.27 3.00 2.73 

RC1 13.00 12.50 21.75 13.00 11.50 

RC2 3.38 3.38 10.88 3.38 3.25 

Accumulated 442 422 879 439 405 

Table 2 shows that the search techniques (ACS+ST) reaches the best solutions 
for the test dataset in Distance Traveled, obtaining an approach of 96%. The 
ACS+ST reaches the most of the best solutions in vehicles used, reaching an 
efficience of 92% with regard to the best known solution reported for the 
Solomon’s dataset.  

However, for the set R2, ACS+LL improves the performance of ACS+ST, 
which indicates that ACS+LL could be efficient for some kind of problems while 
for VRPTW search tequniques are better, which approaches the no-free lunch 
theorem [35] for optimization problems. Experimentation with real-world 
instances is observed next insection. The ACS+CT does not improve the solution 
of the test dataset, therefore other clustering technique is necessary to improve its 
performance. 
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7.2   Experimentation with RoSLoP Instances  

A set of test instances were provided by the bottled company; they were used to 
evaluate the performance of the improvement techniques for ACS. The ACS was  
 

Table 3. Experimentation with real-world instances, provided by the bottling company 

Distance  Traveled Instance 

ACS ACS+ 

ST 

ACS+ 

CT 

ACS+ 

LL 

Optimal 

Solution 

06/12/2005 1444 1444 1444 1444 1444 

09/12/2005 1580 1580 1580 1580 1580 
12/12/2005 2500 2500 2500 2500 2500 

01/01/2006 2560 2560 2560 2560 2560 

03/01/2006 1340 1340 1340 1340 1340 

07/02/2006 2660 2660 2660 2660 2660 

13/02/2006 1980 1980 1980 1980 1980 

06/03/2006 1960 1960 1960 1960 1960 

09/03/2006 2570 2570 2570 2570 2570 

22/04/2006 3358 3358 3358 3358 3358 

14/06/2006 2350 2350 2350 2350 2350 

04/07/2006 2640 2640 2640 2640 2640 

Average 2245 2245 2245 2245 2245 

 
Table 3. Continuation 

 

Vehicles  Used Instance 

ACS ACS+ 

ST 

ACS+ 

CT 

ACS+ 

LL 

Optimal 

solution 

06/12/2005 6 4 4 4 3 

09/12/2005 7 5 5 5 5 

12/12/2005 8 6 6 6 6 

01/01/2006 7 7 7 7 6 

03/01/2006 5 5 5 4 4 

07/02/2006 8 6 6 6 6 

13/02/2006 7 5 5 5 5 

06/03/2006 5 5 5 5 5 

09/03/2006 8 6 6 6 6 

22/04/2006 7 7 7 7 7 

14/06/2006 8 6 6 6 6 

04/07/2006 7 6 6 6 6 

Average 7 5.66 5.66 5.58 5.33 
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developed assisting the necessities of the company, which were formulated in sec-
tion 3 and it was coded in C#.  

A set of 12 instances of test were selected of the database of the company, 
which contains 312 instances classified by the date of the orders. The database 
contains also 1257 orders and 356 products in its catalogues. Both algorithms 
were configured the parameters of the ACS: q

0
= 0.9; β = 1 and  ρ = 0.1. The num-

ber of ants is defined dynamically according to [14], which is equal to the number 
of customers of each instance. It was disposed eight available vehicles and the 
ACS was executed two minutes using the different techniques.  

Results are shown in tables 2 and 3. The ACS was tested using the techniques 
of improvement: ACS plus Search Techniques (ACS+ST), ACS plus Clustering 
Technique (ACS+CT) and ACS plus Learning for Levels (ACS+LL). The experi-
ment consisted in the measurement of the time in which ACS obtains the best so-
lution. The results are shown in tables 3 and 4.  

Table 3 shows that all the techniques reach the 100% in distance traveled. The 
basic ACS reaches 24% of efficiency in vehicles used while ACS+ST and 
ACS+CT reaches the 75% and ACS+LL reaches 83%. In contrast with VRPTW, 
where local search is the best technique, ACS+LL reach an improve for the other 
techniques of ACS, it reveals that learning for levels is efficient for solving 
RoSLoP, improving in 8% the solution of ACS+ST and ACS+CT with regard to 
the found optimal solutions reached; and 20% with regard the average perform-
ance of the basic ACS. The measurement of time and the reduced set of loading 
objects are observed in table 4. 

Table 4 shows that ACS-CT and ACS-ST reduce 73% the computation time of 
the Basic ACS while ACS-LL reduces the computation time in 75% with regard to 
the basic ACS. It is observed that the loading dataset is reduced 97%, which is  
 

Table 4. Execution time of ACS solving RoSLoP instances 

Instance n Q 

boxes*  units 

ACS* ACS+ 

ST 

ACS+ 

CT 

ACS+ 

LL 
06/12/2005 4 6928 158 51.33 12.03 12.03 10.51 

09/12/2005 5 7600 171 73.66 15.64 15.64 17.79 
12/12/2005 7 11541 250 58.35 19.58 19.58 16.93 
01/01/2006 6 9634 286 75.64 15.31 15.31 14.02 

03/01/2006 4 5454 116 63.02 13.96 13.96 10.71 

07/02/2006 6 12842 288 83.74 20.03 20.03 18.72 

13/02/2006 5 9403 208 65.52 15.93 15.93 15.71 

06/03/2006 6 9687 224 32.61 16.49 16.49 14.09 

09/03/2006 6 12319 269 56.18 18.73 18.73 16.53 

22/04/2006 8 16903 381 77.36 18.56 18.56 16.61 

14/06/2006 7 9857 245 40.84 16.09 16.09 13.93 

04/07/2006 7 11331 270 42.48 16.92 16.92 15.12 

Average 6 10291 238 60.05 16.18 16.18 14.98 
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proven in experimentation. It was demonstrated also that, ACS-LL searches high-
quality solutions faster than other techniques, which permit it to reach the 8% 
more of efficiency with regard to ACS-CT and ACS-ST. It reveals that learning 
for levels improve the performance of the developed techniques solving RoSLoP. 
ACS-ST and ACS-CT needs the same computation time as a consequence of the 
small size and the characteristics of the instances. Therefore, the clustering tech-
nique optimizes in this case the performance for the basic ACS. 

8   Conclusions and Future Contributions  

This paper presented some techniques mostly used in the development of ant algo-
rithms, which were applied to the solution of an ant colony system algorithm for 
solving VRPTW and a real-world problem (RoSLoP). These techniques demon-
strated experimentally that are efficient in a real environment.  

It was demonstrated that the learning for levels is a technique fast and efficient 
for some kind of problems, it was used to obtain high-quality solutions in a 
smaller time than other techniques. Search techniques and learning for levels are 
better for VRPTW, while learning for levels demonstrated a better performance 
solving RoSLoP with regard to the exact solution of reference for RoSLoP, re-
ported in [13]. 

Even though, not all the optimal solutions were reached. For this reason, for fu-
ture work is proposed the combined use of these techniques or a parameters ad-
justing for the elements of ACS to reach better-quality solutions and the solution 
of large-scale instances of RoSLoP. 
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Abstract. Edge detection is a process usually applied to image sets before the 
training phase in recognition systems. This preprocessing step helps to extract the 
most important shapes in an image, ignoring the homogeneous regions and re-
marking the real objective to classify or recognize. Many traditional and fuzzy 
edge detectors can be used, but it’s very difficult to demonstrate which one is bet-
ter before the recognition results. In this work we present an experiment where 
several edge detectors were used to preprocess the same image sets. Each resultant 
image set was used as training data for neural network recognition system, and  
the recognition rates were compared. The goal of this experiment is to find  
the better edge detector that can be used as training data on a neural network for 
image recognition. 

1   Introduction 

In previous works we proposed some extensions for traditional edge detectors to 
improve them using fuzzy systems [14][16][19]. In all the experiments we show 
the resulting images, demonstrating that the images obtained with fuzzy systems 
were visually better than the obtained with the traditional methods.  

Now the next research consists on developing formal validations for our fuzzy 
edge detectors using different methods. In the literature we find comparison of 
edge detectors based on human observations [5][8][9][11][12], and some others 
that found the better values for parametric edge detectors [23].  

Edge detectors can be used in systems for different purposes, but in our research 
group we are particularly interested in knowing, which is the better edge detector 
for a neural recognition system. In the present work we present some experiments 
that show fuzzy edge detectors are a good method to improve the performance of 
neural recognition systems, for this reason we can use the recognition rate with 
neural networks as edge detection performance index. 



390 O. Mendoza et al.
 

2   Overview of the Tested Edge Detectors 

2.1   Sobel Edge Detector Improved with Fuzzy Systems 

In Sobel edge detector we used the Sobel operators Sobelx and Sobely as in the tra-
ditional method, and then we substitute the Euclidean distance equation (1) using 
instead a fuzzy system, as we show in Fig. 1 [19]. 

22_ yx SobelSobeledgesSobel +=  (1) 

 

Fig. 1. Scheme of the Sobel edge detector improved with fuzzy systems. 

 

Fig. 2. Variables for the Sobel+FIS1 Edge Detector 
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Sobel operators are the main inputs for the type-1 fuzzy inference system (FIS1) 

and type-2 fuzzy inference system (FIS2), and we also made experiments adding 
two more inputs, that are filters that improve the final edge image. The fuzzy vari-
ables used in the Sobel+FIS1 and Sobel+ FIS2 edges detectors are shown in Fig. 2 
and Fig. 3 respectively. 

The use of the FIS2 [6][7] provided images with best defined edges than the 
FIS1, which is a very important result in providing better inputs to the neural net-
works that will perform the recognition task. 

 

 

Fig. 3. Variables for the Sobel+FIS2 Edge Detector 

The rules for the FIS1 and FIS2 are the same and are shown below: 
 

1. If (dh is LOW) and (dv is LOW) then (y1 is HIGH)     
2. If (dh is MIDDLE) and (dv is MIDDLE) then (y1 is LOW) 
3. If (dh is HIGH) and (dv is HIGH) then (y1 is LOW)  
4. If (dh is MIDDLE) and (hp is LOW) then (y1 is LOW) 
5. If (dv is MIDDLE) and (hp is LOW) then (y1 is LOW)    
6. If (m is LOW) and (dv is MIDDLE) then (y1 is HIGH)    
7. If (m is LOW) and (dh is MIDDLE) then (y1 is HIGH) 

 
The rules set shown above infers the gray tone of each pixel for the edge image 

with the follow reasoning: When the horizontal gradient dh and vertical gradient 
dv are LOW means that do not difference exists between the gray tones in it’s 
neighbors pixels, then the output pixel must belong of an homogeneous or not 
edges region, then the output pixel is HIGH or near WHITE. In opposite case, 
when dh and dv are HIGH means that a difference exists between the gray tones in 
its neighborhood, then the output pixel is an EDGE.  
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3   Morphological Gradient Detector Improved with Fuzzy 
Systems 

In the morphological gradient, we calculated the four gradients as in the traditional 
method [1][4], and substitute the sum of gradients equation (2), using instead a 
fuzzy inference system, as we show in Fig. 4. 

4321_ DDDDedgesMG +++=  (2) 

 

Fig. 4. Scheme of the Morphological gradient edge detector improved with fuzzy systems. 

The fuzzy variables used in the MG+FIS1 and MG+FIS2 edges detectors are 
shown in Fig. 5 and Fig. 6 respectively. 

 

Fig. 5. Variables for the MG+FIS1 Edge Detector 
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Fig. 6. Variables for the MG+FIS2 Edge Detector 

The rules for the FIS1 and FIS2 are the same shown below: 
 

1. If (D1 is HIGH) or (D2 is HIGH) or (D3 is HIGH) or (D4 is HIGH) then (E is BLACK)  
2. If (D1 is MIDDLE) or (D2 is MIDDLE) or (D3 is MIDDLE) or (D4 is MIDDLE) then (E is GRAY) 
3. If (D1 is LOW) and (D2 is LOW) and (D3 is LOW) and (D4 is LOW) then (E is WHITE)  
 

After many experiments we found that an edge exists when any gradient Di is 
HIGH, that means, a difference of gray tones in any direction of the image must 
produce a pixel with BLACK value or EDGE. The same behavior occurs when 
any gradient Di is MIDDLE, that means even when the difference in the gray 
tones does not are maximum, the pixel is an EDGE, then the only rule that found a 
non edge pixel is the number 3, where only when all the gradients are LOW, the 
output pixel is WITHE, that means a pixel belonging to an homogeneous region. 

4   Design of the Experiment  

The experiment consists on applying a neural recognition system using each of the 
follow edge detectors: Sobel, Sobel+FIS1, Sobel+FIS2, Morphological Gradient 
(MG), Morphological Gradient+FIS1 and Morphological Gradient+FIS2.  

4.1   General Algorithm Used for the Experiment 

1. Define the database folder. 
2. Define the edge detector. 
3. Detect the edges of each image as a vector and store it as a column in a  

matrix. 
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4. Calculate the recognition rate using the k-fold cross validation method. 
a. Calculate the indices for training and test k folds. 
b. Train the neural network k-1 times, one for each training fold cal-

culated previously. 
c. Test the neural network k times, one for each fold test set calcu-

lated previously. 
5. Calculate the mean of rate for all the k-folds. 

4.2   Parameters Depend on the Database of Images 

The experiment described can be performed with databases of images used for 
identification purposes. That is the case of the faces recognition application, then 
we use three of the most popular sets of images, the ORL database of faces [3], the 
Cropped Yale database of faces [2][10] and the FERET database of faces [22].  

For the three databases we defined the variable p as people number and s as 
samples number for each person. The test made with k-fold cross validation 
method, with k=5 for both databases. We can generalize the calculation of folds 
size m or number of samples in each fold, dividing the total number of samples for 
each person s by the folds number, and then multiplying the result by the people 
number p (3), then the train data set size i (4) can be calculated as the number of 
samples in k-1 folds m, and test data set size t (5) are the number of samples in 
only one fold. 

pksm *)/(=  (3) 

)1( −= kmi  (4) 

mt =  (5) 

The total number of samples used for each people were 10 for the ORL and 
YALE databases; then if the size m of each 5-fold is 2, the number of samples for 
training for each people is 8 and for test 2. For the experiments with the FERET 
database of faces we use only the samples of 74 people who have 4 frontal sample 
images. The particular information for each database is show in the Table I. 

Table I. Particular Information for the Tested Database of Faces 

Database People 
number 
(p) 

Samples 
number 
(s) 

Fold 
size 
(m) 

Training 
set size 
(i) 

Test 
set 
size (t) 

ORL 40 10 80 320 80 
Cropped 
Yale 

38 10 76 304 76 

FERET 74 4 74 222 74 
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4.3   The Monolithic Neural Network 

In previous experiments with neural networks for image recognition, we have 
found a general structure with acceptable performance, even as it was not opti-
mized. We used the same structure for multi-net modular neural networks, in order 
to establish a comparison standard for all our experiments [13][15][17][18][19] 
[20][21]. The general structure for the monolithic neural network is shown in  
Fig. 7: 

 
• Two hidden layers with 200 neurons. 
• Learning Algorithm: Gradient descent with momentum and adaptive learning 

rate back-propagation. 
• Error goal 1e-4. 

 

Fig. 7. General structure for the monolithic neural network. 

5   Results 

In this section we show the numerical results of the experiment. Table II and con-
tains the results for the ORL database of faces, table III contains the results for the 
Cropped Yale database and table IV contains the results for the FERET database 
of faces. 

Table II. Recognition Rates for the ORL database of faces. 

Training set  
pre-processing 

method 

Mean time 
(sec.) 

Mean rate 
(%) 

Standard 
deviation 

Max rate 
(%) 

MG+FIS1 1.2694 89.25 4.47 95.00 
MG+FIS2 1.2694 90.25 5.48 97.50 
Sobel+FIS1 1.2694 87.25 3.69 91.25 
Sobel+FIS2 1.2694 90.75 4.29 95.00 

For a better appreciation of the results we made plots for the values presented 
in the tables above. Even if this work does not pretend to make a comparison us-
ing the training times as performance index for the edge detectors, it is interesting 
that the necessary time to reach the error goal is established for the experiment.  
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Table III. Recognition Rates for the Cropped Yale database of faces. 

Training set 
 pre-processing 

method 

Mean time 
(sec.) 

Mean rate 
(%) 

Standard 
deviation 

Max rate 
(%) 

MG+FIS1 1.76 68.42 29.11 100 
MG+FIS2 1.07 88.16 21.09 100 
Sobel+FIS1 1.17 79.47 26.33 100 
Sobel+FIS2 1.1321 90 22.36 100 

Table IV. Recognition Rates for the FERET database of faces. 

Training set 
 pre-processing 

method 

Mean time 
(sec.) 

Mean rate 
(%) 

Standard 
deviation 

Max rate 
(%) 

MG+FIS1 1.17 75.34 5.45 79.73 
MG+FIS2 1.17 72.30 6.85 82.43 
Sobel+FIS1 1.17 82.77 00.68 83.78 
Sobel+FIS2 1.17 84.46 03.22 87.84 

 

 

Fig. 8. Training time for the compared edge detectors tested with ORL, Cropped Yale and 
FERET database of faces. 

As we can see in Fig. 8 the lowest training times are for the Morphological 
Gradient+FIS2 edge detector and Sobel+FIS2 edge detector. That is because both 
edge detectors improved with interval type-2 fuzzy systems produce images with 
more homogeneous areas; which means, a high frequency of pixels near the 
WHITE linguistic values. 

But the main advantage of the interval type-2 edges detectors are the recogni-
tion rates plotted in Fig. 9, where we can note the best mean performance of the  
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Fig. 9. Mean recognition rates for the compared edge detectors with ORL, Cropped Yale 
and FERET database of faces. 

 
Fig. 10.  Maximum recognition rates for the compared edge detectors with ORL, Cropped 
Yale and FERET database of faces. 

neural network when it was trained with the data sets obtained with the MG+FIS2 
and Sobel+FIS2 edge detectors. 

Fig. 10 shows that the recognition rates are also better for the edge detectors 
improved with interval type-2 fuzzy systems. The maximum recognition rates 
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could not be the better parameter to compare the performance of the neural net-
works depending on the training set; but is interesting to see the maximum recog-
nition rate of 97.5% reached when the neural network was trained with the ORL 
data set preprocessed with the MG+FIS2. That is important because in a real 
world system we can use this best configuration for images recognition, expecting 
good results. 

6   Conclusion 

This is the first effort for develop a formal comparison method for edge detectors 
as a function of their performance in different types of systems. In this work we 
demonstrate that Sobel and Morphological Gradient edge detectors improved with 
type-2 fuzzy logic have a better performance than the traditional methods in an 
image recognition neural network system.  
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Abstract. In this paper, an intelligent method for image contrast enhancement in
real time digital video applications is proposed. This new technique is based on the
generation of adaptive transfer functions by using Neural Network. The method is
designed in order to be implemented in digital television systems, based on Thin
Film Transistor Liquid Cristal Displays (TFT-LCD), that has become the dominant
technology in consumer electronics. The method provides the required amount of
contrast enhancement for every image according to real time analysis of brightness
and contrast in the video frame information, then a different contrast enhancement
transfer curve for each image is generated. The statistical information is extracted
by histogram analysis from current or previous image frames. Technological factors
are considered where it is applied, as well as aspects of the visual perception within
a non-controlled environment, which is the case of the consumer environment. The
method is based on the design of a general transfer function model that compensates
the decrement in gray scale dynamic range in images representation which is a con-
sequence of the TFT-LCD technology limits; in particular the light leakage from the
panel backlight sources of the Cold Cathode Fluorescent Light (CCFL) or the LED
type, as well as an unsuitable dynamic control of backlight intensity. Using subjec-
tive methods for image quality, the contrast is enhanced in a set of representative
images for different degrees of brightness and contrast, a unique transfer function
is obtained for each representative image. This set of transfer functions, as well as
the statistic of the pixel values distribution from each image frame are used as an
input - output pattern during the training of a neural network. On the basis of the
experimentation, an evaluation and comparative analysis takes place between the
functions of transformation obtained by subjective method of image quality and the
curves obtained through the trained neural network.
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1 Introduction

In the last years, the image display technology based on TFT-LCD has become the
dominant technology in consumer electronics applications, over passing systems
based on PDP (Plasma-Display-Panel), Projection Systems and in many aspects the
CRT technology, mainly in the consumer preference as a solution in applications
for High-Definition-TV (HDTV). The space for the innovation and improvements
within this area of images display technology is still wide open, new techniques
are continually introduced for the improvement of the displayed images, specially
in image display quality aspects where the CRT technology is still superior, like
the static contrast reproduction in the displayed images. The main factor of the low
contrast reproduction in televisions with TFT-LCD technology is the light leakage
coming from the LCD light source, known as Backlight which can be CCFL or LED
type. These lamps provide a constant light source, the liquid crystal (LC) cells of
the TFT-LCD panel act like switches controlling the amount of illumination towards
the corresponding pixels. When an LC switch is completely closed, the light cannot
completely be obstructed, causing a light leakage that avoids that the corresponding
pixels be perceived completely dark, deteriorating the static contrast ratio and the
displayed image quality specially in dark images. The light leakage degrades the
color saturation of displayed images reducing their variation range, and also it con-
tributes to the decrease of the dynamic range in the representation of the gray scale
in an image. This problem affects the correct representation of gray levels in dark
zones within the image and therefore a decrease in the image contrast ratio.

In this paper a method of contrast enhancement for consumer electronics digital
video applications is presented, the method is based on adaptive transfer functions
using a neural network. The proposed method takes in consideration technical fac-
tors of LCD display technology that degrades the correct reproduction of contrast
ratio, besides other aspects like the visual perception and preference of the human
being, in relation to the perception of television images in a non controlled environ-
ment in terms of ambient light. The proposed method is comprised next:

• Design of a general transfer function model, that compensates the decrease in
dynamic range representation of gray scale in displayed images, due to light
leakage from backlight in TFT-LCD display technology.

• General transfer functions are obtained using subjective method of contrast en-
hancement in a set of representative images in brightness and contrast. The
input-output patterns from this general transfer functions are used in the training
of a Neural Network.

• Transfer functions are obtained using the trained Neural Network.
• The method is evaluated using simulation, and subjective evaluation techniques

of image quality in non controlled light environments, such is the case of con-
sumer application environments.

This paper is organized as follow: Section 2 presents the fundamental theory as a
basis to the accomplishment of this paper work, image quality concepts in TFT-
LCD consumer electronics applications are described; in Section 3 the development
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of this method is presented, explaining the contrast enhancement method design
which is based on adaptive transfer functions; Section 4 describes the evaluation of
the proposed method and give us the corresponding analysis of the obtained results;
finally Section 5 discusses some conclusions of this work.

2 General Concepts for an Image Quality in TFT-LCD
Consumer Applications

The intention of the proposed method in this work is to improve the visual appear-
ance of an image, in relation to the preference and visual perception of the human
being. In the preferential aspect of the human being like consumer and spectator,
it is demonstrated that an image with enhancement is subjectively pleasanter than
a perfectly reproduced image in its original condition. At present a general the-
ory unifying the concept of quality of an image does not exist, since there is not a
standard for the quality of an image that could serve as support criteria for design
during the implementation of the stages of the processing of video in a digital tele-
vision. Generally, we could say that the quality of video image depends on the type
of technology, appropriate application of processing techniques and enhancement
according to the visual preference of the human being as consumer and spectator.

2.1 Analysis of Brightness and Contrasts in an Image

The basic tool for the analysis of the content of brightness and contrasts in an image
is histogram Hf of the image f, which provides information referring to the pixel
values that are perceived in a displayed image as levels of gray in the image.

Histogram represents a reduction of the relative dimension with respect to orig-
inal image f, most part of the information is lost. Image f cannot be deduced of
histogram Hf except in trivial cases, for example, a totally white image, i.e., images
of constant value. Histogram Hf does not contain spatial information about f, this
one describes the frequency of the pixel values. It is possible to know the distribution
of the gray levels in an image, the distribution range of these levels of gray, as well
as the average optical density, which is the basic measurement of the global average
of the gray levels or brightness of displayed image. This value can be calculated
directly from the image.

Considering an image of unique value f(n) which is defined over a coordinate
system for a bi-dimensional discrete space n = (n1, n2), where a finite range is as-
sumed with a dominion [0,N-1]x[0, M-1], contained in a matrix or dimensionally
arranged N x M (lines, columns). This discrete space is originated by means of the
sampling of a continuous image f(x, y), image f(n) is assumed to be quantified to
L levels [0,...,L-1], where a pixel value takes one these integer values. By simplic-
ity, reference to those values is done as levels of gray reflecting the form in which
contributes the content of the information of luminance (y) in a displayed image
[1, 6, 7, 8, 10]. The calculation of the average optical density from the image is
given by:
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AOD( f ) =
1

NM

N−1

∑
n1=0

M−1

∑
n2=0

f (n1,n2) (1)

This can also be calculated from the image histogram:

AOD( f ) =
1

NM

L−1

∑
r=0

rHf (r) (2)

The AOD is a metric to estimate the center of pixel’s gray scale distribution
within an image, it will be denoted as μ . With this parameter and the standard devi-
ation σ , both obtained from the image histogram, two new parameters are derived,
which are denoted as α and β from which we will determine the new distribution
of gray levels in the enhanced image. In Figure 1 there are three images and their
respective histograms. The content of these images corresponds to a Gaussian noise
pattern used for illustrative purposes. In each one of the images, the center of the
distribution of gray levels or μ is different, which is an indicator of three images
with a relative difference in the brightness level; Figure 2 shows another example,
in this case two images with similar brightness and different contrast.

Fig. 1. The relative comparison between the three histograms shows that the images have the
same contrast but different brightness level.
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Fig. 2. Two images with similar brightness level but different in contrast.

Fig. 3. Three images with different degree of brightness and conrast, as it is shown in the
images and their respective histograms.

By making a relative comparison between both histograms from Figure 2, we can
say that the images have similar brightness level and there is a higher contrast in the
top image. Above concepts can be appreciated in Figure 3, where the images are
different in brightness and contrast.

In the image of the center, it is observed that the arithmetic mean of the pixel
values μ , is in the average zone of the histogram, allowing a dispersion or expansion
of pixel values in both ends, and that corresponds to the zones of low and high
illumination. Opposite case of the two images in the edges, where a low contrast is
a consequence of having a pixel arithmetic mean value μ near an end and therefore
it exists what it is known commonly as ”trims”, in that end of the gray scale.
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2.2 Linear Point Operations in Images

An effective way to improve the contrast in an image is by point operations that
expand the distribution of gray levels in the image. A point operation of a digital
image f (n) is a function g of a single variable applied identically for each pixel
in the image, creating therefore a new transformed image g(n), therefore for each
coordinate n,

g(n) = T [ f (n)] (3)

The form of the T function is determined by the type of transformation in the
image. Since g(n) is a function solely for a single value of pixel, the effects that
can be obtained by a point operation are limited in a certain way. Specifically in
the equation (3), spatial information is not used, for that reason any change in
the spatial relationship between the pixels in the transformed image does not take
place, and the point operations do not affect the spatial position of objects nor its
forms. Each pixel value or gray level can be modified according to the relation in
the equation (3), so a point operation T modifies the distribution of gray levels or
histogram of an image, and also the global appearance of the image.

2.3 Transformation Function

The method for contrast enhancement described in this paper is based on transfor-
mation function, it is a temporal method to obtain the statistic of actual image frame
which can be of previous frames. It is also an spatial method referring to the direct
manipulation of the pixels within an image. The processing in the space dominion
will be denoted by the following expression:

g(x,y) = T [ f (x,y)] (4)

where f(x, y) is the input image, g(x, y) is the processed image, also named as trans-
formed image, and T is an operator over f defined on one location (x, y).

The simplest form of T is when it is of size 1 x 1, or is a single pixel, in this case
g only depends on the value of f in (x, y), T is the function of transformation of gray
level (also known as intensity), and it is of the following form:

s = T (r) 0 � r � L−1 (5)

where, s and r are the variables that denote the levels of gray for f(x, y) and g(x, y)
respectively, for any point (x, y). If T(r) has the form of Figure 4, then the effect
of this transformation is an image with a greater contrast than the original image.
The levels of gray smaller than m reduced its value, and the levels of pixel over
m increased its value in the original image. An expansion of contrast takes place,
the r values smaller than m are compressed by the transformation function to a
closer rank of s, towards a level of smaller illumination, nearer the black. There
is an opposite effect for the values of r greater than m. We can say that we have a
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Fig. 4. Transformation function monotonically increasing, of the form s=T(r) that produces
an s-value for each pixel of r-value in the original image.

method of processing by point, because the enhancement in any point in an image
only depends on the level of gray in that point. There is an example of this type
of transformation function in Figure 4. The function of transformation T(r) must
satisfy the following conditions:

(a) T(r) is monotonically increasing in 0 � r � L− 1
(b) 0 � T (r) � L−1 for 0 � r � L− 1.
The condition established in (a) is necessary to preserve an order in the increase

of pixel values from black to white in the output image. A transformation func-
tion that does not monotonically increases, can have an output with inverted values
of gray levels in at least one section of the image, this effect can be convenient
for some applications, nevertheless for applications of video it is not acceptable.
The condition (b) guarantees that the levels of gray of the output image fall in the
same interval contained in the input image. L depends on the quantification used in
the stage of pos-processing of video within the architecture of a digital television,
where the method is applied. Normally, a digital television is designed to receive
and to process different formats and resolutions of video signals; within the video
formats, generally these can be composite, component, High Definition Media In-
terface (HDMI). In resolutions they can be Standard Definition TV (SDTV) and
High Definition TV (HDTV), in progressive mode and interlace. Independently of
the format and resolution of the video signal at the input of the television, incom-
ing signal is processed and quantified in such way that in the pos-processing stage
always is processed with a same quantification, independently of the format and
resolution at the input of the television. Currently, a quantification of 8 or 10 bits is
used, later, the format and resolution of the video information are again processed
to the own resolution of panel LCD-TFT. The final format for display is selectable
by menu and depends generally on the preference of the customer as spectator.
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3 Design of the Intelligent Method for Contrast Enhancement
in Digital Video

This work presents a new adaptive technique of dynamic contrast enhancement in
digital video for consumer applications with TFT-LCD display technology , the
method is based on the generation of adaptive transformation functions. A different
curve for each image on the basis of the statistic is generated from the distribution
of pixel values contained in an image frame. The statistical information is extracted
by histogram of the present image frame or previous image frames, according to the
capacity of the main video processor in the stage of post-processing in the architec-
ture of digital television system where this method is applied. The transformation
functions are obtained by a neural network previously trained using statistical data
of representative images considering different levels of brightness and pixel values
distribution. For each image, the method decides the increase in the dynamic range
of the contrast, fitting in an adaptive way the pixel values in the image areas and
the required magnitudes. The average level of brightness in the image is preserved
thus avoiding deterioration in the quality of image, as it is the case of many of the
traditional methods for contrast enhancement, where the brightness of the original
image is not preserved, causing steep changes of brightness and saturation of levels
of gray in the brighter areas of the image. Such kind of symptoms that deteriorates
the quality of images, are not apt for applications in digital television for consumer
applications. This method is designed to be used in systems of digital television
based on technology of TFT-LCD. It considers some factors, from the point of view
of the technology where it is applied as well as the aspects of the visual perception
within a non controlled environment, so it is the case of the consumer environment.
In this type of environment the conditions of illumination generally are variable and
therefore the perception is affected by the light incidence on the spectator and in
the screen of the television. A controlled environment like in the cinema, near the
100% of the perceived light comes from the images reproduced in the screen, for
that reason the human eye at any moment is adapted to the visual content without
interference of the surrounding environment. The proposed method improves the
visual appearance of an image in relation to the visual perception of the human
being. In the preferential aspect of the human being like consumer and spectator,
it is demonstrated that an image with enhancement is subjectively pleasanter than
a perfectly reproduced image in its original condition. At present does not exist a
general theory unifying the concept of quality in video image since does not exist
a general standard for the quality of image that could serve as a criteria for design-
ing during the implementation of the stages of the video processing in a television
system. Generally, we could say that the quality of video image depends on the type
of technology, appropriate application of processing techniques and enhancement
according to the visual preference of the human being.

Although the technology of TFT-LCD is currently placed as the dominant tech-
nology in consumer applications, the representation of the contrast of images is
an aspect where technological improvement is still being applied with new tech-
niques for the improvement in the displayed images. Specifically for the appropriate
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dynamic control of the panel light source, the backlight which are CCFL or LED.
One of the major problems is the light leakage trough the panel that degrades the
images in the color saturation reducing the variation range, and also it contributes
to the decrease of the contrast ratio in the representation of the gray scale in the
displayed images. This problem affects the correct Gray representation of levels in
dark zones and therefore a decrease in the contrast ratio. Combined to this prob-
lem, the majority of the content of video information is adapted to be displayed
in CRT, which has a contrast ratio greater than LCD, so it is desirable to enhance
the video content when this one is displayed in LCD screens. Existing literature
[9, 11, 12, 13], generally handles two methods for contrast enhancement:

• Methods using predefined mathematical functions with semi-fixed parameters,
for example sigmoid and exponential functions.

• Global methods of equalization by histogram.

In their great majority, these methods are not apt for applications intended to the
consumer due to their lack of flexibility for their implementation and effectiveness.
The advantages of the method described in this work, is their wide flexibility to cre-
ate an infinite diversity of transformation functions with inflexion point, concavities
and variable convexities. The inflexion point corresponds at the average level of the
pixel values in the image and it is used as a reference in the compensation of the
pixel values in the image areas with lower or greater value with respect to this point
of average brightness. Resulting in a better expansion of the contrast in the image.
In the design of the method, main factors were taken into account since the tech-
nology where it is applied, as well as the aspects of the visual perception within an
environment with non controlled illumination, as the case of the environment of the
consumer.

The Intelligent Method for Contrast Enhancement in Digital Video, was designed
to be applied on the basis of transformation curves, being this technique computa-
tionally apt for its implementation in real time. The general form of the transfor-
mation curves and generally the method for contrast enhancement, was designed on
the basis of the following factors:

o Relationship between the decrease in contrast ratio due to light leakage
from the backlight in TFT-LCD. Light leakage diminish image quality, specially
in the visual effect in dark images because the black color can not be reached as a
consequence of light leakage through the LCD panel. In order to avoid this problem,
the pixel values in the dark zones of the image never are increased and they are
compensated increasing the pixel values that are above the arithmetic mean.

o Perception, adaptation of light and simultaneous contrast. The human vi-
sual system firstly adapts at a threshold level and later it perceives slight variations
with respect to this one, therefore the level average of the pixel values of the origi-
nal image must remain unchanged. Maintaining the average level of the pixel values
of the original image, avoids causing abrupt changes in the light intensity between
image frame sequences that could be perceivable, especially the variations of light
between dark images, symptom known as flicker.
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o Preserve the brightness level of the original image. The intention to preserve
the brightness of the original image is to avoid a possible saturation of gray levels,
especially in brighter areas of the images. Preserving the original brightness is a
basic concept in contrast enhancement.

3.1 Contrast Ratio and Light Leakage in TFT-LCD Devices

TFT-LCD are transmissive type, they require an internal light source for the radia-
tion of the luminance towards the panel outside. The CCFL or LED light sources are
lamps that provide a constant source light, of such form that LC cells of the panel
TFT-LCD act like switches controlling the illumination towards the corresponding
pixels. When the pixel value is maximum, corresponding LC cell must act like a
closed switch, letting pass a maximum of light, corresponding at a maximum level
of gray that is the white. Opposite case, when the value of pixel is minimum, switch
LC is completely open, nevertheless, the light cannot be obstructed completely, this
leakage of light, avoids that the corresponding pixel not perceived with a level of
minimum gray that corresponds to the black. The leakage of light especially de-
grade the images in the color saturation reducing the variation range, and also it
contributes to the decrease of the contrast ratio in the representation of the gray
scale in an image. This problem mainly affects the correct gray level representa-
tion of levels in dark zones of the image and therefore a decrease in the contrast
relation. This symptom can be appreciated in the comparative example of Figure 5,
where two images corresponding to a signal of video with a level of 0% IRE that
corresponds at the minimum level of illumination in an image.

3.2 Light Perception and Simultaneous Contrasts

A gray object is perceived more brilliant if it is seen contrasted in dark surroundings,
and darker when it is contrasted in brighter surroundings. This effect is known as
simultaneous contrast. It is one of the so many effects that are attributed to the
visual process commonly known as lateral inhibition that happens in the retina [15],
whereby cells in a region inhibit cells in adjacent regions. It has been demonstrated
that a change in the perceptual interpretation can have determining effects on a
judgment of the brilliance [3, 5, 16], the theories on human visual perception, as
far as the light phenomenon and simultaneous contrast, indicates that it is possible

Fig. 5. Left image shows the light leakage sympton in LCD at 0% IRE.
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to cause that the levels of gray in an image are perceived with a smaller level if we
increased the levels of greater value [8]. This can be appreciated in the following
classic example of the phenomenon of simultaneous contrast shown in Figure 6.

Many of the methods for image enhancement, generally for dark images only
tends to increase the levels of pixel in the brighter areas of an image, bringing with
it a saturation of gray levels in these areas, which can be not absolutely acceptable in
applications for TFT-LCD consumer applications. Another example are the global
methods like those based on equalization by histogram, that generally in dark im-
ages these levels of gray are increased excessively. To increase the pixel values in
dark zones can have a side effect, by the aspects mentioned in previous sections,
related to the light leakage in TFT-LCD that affects the contrast ratio, and conse-
quently the correct reproduction of dark levels in images.

We can have an effective way for using these concepts, on perception and simul-
taneous contrasts, to obtain a better perception of the contrast, if for example, in the
case of dark images, we increased the levels of pixel in the brighter areas, but simul-
taneously reducing the levels of pixel in the areas of lower brightness. The result is
an image with a real increase of contrast, without the necessity to apply an excessive
increase of pixel values in a global way over all image, or only increasing the zone
of greater brilliance, causing a contrast saturation, so is the case of the traditional
methods. An image to be displayed in a television requires a contrast enhancement.
This is one of the noticeable differences between television images with respect to
the cinema, where the environment is dark and controlled. For applications in televi-
sion, the consumers are generally in environments with high level of environmental
light and it is not a controlled environment, therefore we assure a better perception of
contrast if we reduce the pixel values in the zones of lower value and compensating
in the zones of greater pixel values. The average level of pixel values is preserved.

Fig. 6. The horizontal bar is perceived with different gray level at both ends because they are
inmerse in a contrasted surrounding.
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3.3 Brightness Perception

Sudies on brightness and its perception, tell us that the brilliance is the magnitude
of the subjective sensation that is produced by visible light. Being the radiation
easily measurable, the brilliance cannot exactly be quantified. Brilliance commonly
is approximated as the logarithm of the luminance, or the luminance elevated to
the power of 1/2 to 1/3 depending on the context. The relation luminance-brilliance
depends on the level of adaptation to the environmental light, Stevens [14] tell us
that as the adaptation luminance La falls, the human sensitivity to the contrast also
falls. The Human visual system presents more sensitivity to the luminance changes
in the darkest regions of an image. Two images with different luminance levels can
have the same values of brightness, and can appear to the human visual system like
being identical. In its analysis, Stevens describes the brightness according to the
following relation:

B = λ (
L

La
)σ (6)

σ = 0.4 log10(La)+ 2.92
λ = 102.0208(La)0.336

In equation (7), B describes the brightness in Brils units, L is the value of the
original luminance (Lamberts = 3.183 cd/m2), La describes the adaptation of the
eye to the luminance.

According to [14], a Bril is equal to the brightness sensation that is induced in a
completely adapted eye to the dark by a brief exhibition to a luminance of 1 micro-
Lambert. In relation to the visual perception of the human being on the absolute
value of luminance, which we can judge is the relation of luminance, the brightness.
We are more sensitive at the low levels of illumination, i.e. where the human visual
system presents higher sensitivity to the changes of luminance, in the darkest regions
of an image. It is one of the main reasons why is so important a good contrast ratio
and therefore, the correct representation of low levels of gray in an image.

3.4 To Preserve Level of Original Brightness

We can find a large number of traditional methods for contrast enhancement, many
of them based on equalization by histogram or the manipulation of transforma-
tion functions based on mathematical. We can find examples of these methods in
[9, 11, 12, 13], these methods are of the global type and they do not provide a local
gray scale compensation, consequently the result is brightness over-enhancement,
causing distortions due to the saturation in gray levels, especially in the most
brighter areas of the image. This type of methods could be used in applications
with static images, like computer graphics or in portable devices with small screens
of LCD, where the quality details in images are not absolutely perceivable because
of the small displays and the nature in the content of the images. The method of
contrast enhancement must assure and maintain the objective quality of the images.
It is understood that the objective quality of an image is the first step in the develop-
ment of the design of the diverse stages of a television system, and has the intention



Intelligent Method for Contrast Enhancement in Digital Video 413

to reproduce an image with the fidelity as nearest possible as the original image,
i.e. an image without enhancement and without distortions caused by the diverse
stages and systems of processing of the television. Examples of this metric are the
signal to noise ratio (S/N), frequency response, correct luminance representation,
etc. Any method of contrast enhancement is not apt to be applied in television if it is
not able firstly to maintain the objective quality in images. Once objective quality is
achieved, the following step is the subjective quality of images. At this moment the
type and degree of enhancement is determined, where the main factor is the intention
of the video designer based on aspects like technological advantages or obstacles,
consumer preferences , market tendencies or exigencies, etc. The metric used in the
subjective quality of the image is based on trained experts to judge the quality in the
reproduction of the video images. Generally the methods used for quality of image
in the manufacture process of televisions, are methods more rigorous than those es-
tablished in standards like the recommended in norms like ITU-T BT.500. The main
idea is based on sequences of video especially designed for such intention, where
the opinion of the group of experts is recorded during the evaluation of each of these
special video sequences. An important point is that at any moment a simultaneous
comparison is made of the images with more than a reference, therefore is possible
at any moment to make evaluation under subjective comparison with references of
other models or competitors televisions brands already in the market. In the method
of contrast enhancement presented in this work, special consideration is taken about
preserving of original brightness in the image, assuring in this way, always a correct
representation of gray scale in the screen.

3.5 Description of the Proposed Method

The method initiates with the statistical information by histogram of pixel values
of present image frame, although this information can be based on previous frame,
according to the capacity of the video processing system. Considering that it uses
the present information, the method is described in the following steps:

1. A set of representative images in brightness and contrast will be selected.
2. For each image the probability density function Pr (rk) of the gray levels will

be obtained.
3. Using Pr (rk), it is obtained the average μ , and standard deviation σ .
4. The point in the curve corresponding to the average (μ) is fixed, setting the

inflexion point in the curve.
5. Using subjective methods for evaluation of image quality, the transformation

function of each image is obtained and the required compensation is done em-
phasizing the contrast enhancement in the lower and higher pixel values respect
to the average μ , corresponding to the darkest and brighter areas in the image,
obtaining in this way the values of gain α and β . This can be appreciated in
Figure 6 .

6. Using the resulting transformation function, the data set of training for a neural
network will be obtained.
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7. The architecture of a neural network is proposed and trained.
8. Test with different images is performed and the results are evaluated to deter-

mine if they are adapted.

In Figure 7, notice that the values of smaller pixels than the average will have a
transformation similar to a concave curve, where α corresponds to a gain whose
magnitude is determined by the statistic of the image frame. The pixel values higher
than the average will have a transformation similar to a convex curve with a magni-
tude β . In the proposed method the transformation function is a multi-layer neural
network. At the inputs are the average μ , the standard deviation σ , the parameters
α , β , and the set of values for the transformation curve.

si = TNN(ri) (7)

where ri are the input pixel values in the interval 0≤ri≤255, si is the corresponding
level of transformed pixel. The average and the standard deviation are indicators
of the level of brightness in the image of concentration of gray levels, that are the
resistance; image and the degree of gray levels distribution, the contrast.

Fig. 7. Monotonically increasing transformation functions that produce an s value for each
pixel of r value in the original image.

3.6 Proposed Neural Network and Its Training

The design of the network consists of the selection of the model of the network, the
variables to incorporate and the preprocessing of the information for the training set.
The proposed neural network has three layers, monolithic with architecture 5-10-1.
At the input pattern, five data appear in the following order: α , β , σ , μ , ri, connected
to the five input neurons, and in the output we have the data si, see Figure 8.

In all the neurons, the implemented activation functions were logarithmic-
sigmoid. A training was done using the method of optimization of Levenberg-
Marquard, which is a standard technique for nonlinear minimums square problems,
being obtained the training error goal of 10−6. The training time is variable, be-
ing 20 seconds typical time, the structure of the neural network is parallel, optimal
for real-time applications. Following the method, it was trained the neural network
with the proposed architecture. It was necessary to use at least 20 images of typical
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Fig. 8. Proposed Neural Network.

scenes, to obtain an error of training in the order of 10−6 and one capacity of gen-
eralization adapted for different images. Different methods from optimization were
tried on, finally we chose the one of gradients conjugated for all the layers of the
network. Previously it was mentioned that the training consists of providing to the
input, statistics of typical images, and the values of gain of each typical image. The
Neural Network (NN) is trained to associate input-output patterns. When an input
pattern occurs that does not have output associated with this, then the network gives
an output that corresponds to the closest pattern of inputs, and corresponding to the
closest training patterns given. The specifications of the input-output patterns forms
a set of examples. The learning process consists of finding the weights that codify
the knowledge. A learning rule makes vary the value of the weights of a network
until these adopt a constant value. When this happens, the network “already has
learned”. Combined to it, for an implementation in industrial process, the transfor-
mation of contrast enhancement is defined with a wider sample in the process of
pre-manufacture, according to the opinion of a group of experts in video quality, by
means of a subjective judgment with own standards, generally more rigorous than
the established ones in international norms like norm ITU500. Images and func-
tions with representative parameters as input in the process of training of the NN
will be used. To observe that the transformation function where upon the process
begins is linear, considering the average value of the histogram, the inflexion point
μ is obtained. From it, for training aims, a visual analysis of the image is realized
and the straight line is deformed obtaining a nonlinear function of transformation
T (r), from where the gain parameters α , β are obtained which corresponds to the
maximum curve deformation referring to its concavity and convexity. The training
is part of the process of pre-manufactures, once obtained the parameters of the NN.
The method is apt for applications in the industry in real time, the hardware imple-
mentation of the neural network is considering parallel implementations in highly
dedicated systems, based on FPGA technology, with clock cycles above 600 MHz
with independent modules for processing of video, sufficient capacity for a high
resolution image 1080P, which requires 60 million pixel operations per second.
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4 Description of the Evaluation Method and Analysis of Results

In this section the analysis of comparative results are presented applying the con-
cepts of the method described in this work. Representative images in their original
condition are presented. Each image is statistically analyzed by histogram, with this
information and using subjective techniques for image quality, the contrast in every
image is modified obtaining in this way the processed image and its corresponding
curve of transformation. Each of these curves of transformation, has its input val-
ues ri and its corresponding output si, as well as the parameters α, β , μ , σ which
are used as training patterns during the training of the neural network. Finally the
curves of transformation from the trained neural network are obtained and they are
compared with the curves obtained by subjective method of quality of image. The
subjective curves of transformation are obtained with the aid of an application pro-
gram which allows the direct manipulation of the image starting for a linear straight
line, then it is manipulated subjectively modifying the pixel values in the magnitudes
and in the required zones. The neural network was implemented in a simulation en-
vironment using Matlab.

4.1 Evaluation Method Using Test Pattern Image

As a first step, the effectiveness of the method was evaluated using a special test
pattern image made of 9 levels of Gray scale, as shown in Figure 9 top, as input.
By histogram the statistic of this initial image is obtained, μ = 127, σ = 66, which
indicates an image with an average level of brightness. Using the subjective method
of image evaluation, the contrast of the input image is modified, where the levels of
pixel below the average μ , were decremented in value with a maximum gain of α =
22. The pixel values above of the average were increased with a maximum gain β
= 22. The average level in the transformed image is preserved as can be confirmed
comparing both images in the center zone and in the initial and final pixel average
value (μ), which remains constant at μ = 127. In Figure 10 is shown the curve
of transformation obtained by subjective method of image quality evaluation. The
analysis by histogram of the transformed image at the bottom of Figure 9 (output
image), indicates an increase in the distribution of pixel values as it is demonstrated
by the comparison with the statistic of the transformed image, σ = 85. The standard
deviation σ increases from 66 to 85. By a visual comparison of the input and output
images in Figure 9, we can confirm the effect of the method intention, preserving
the brightness while pixel values below the inflexion point μ are decreased, and the
opposite for pixel values above this inflexion point.

The intention of this experiment is to confirm the effectiveness of this method
in a test pattern image, where the transformation effects are easily measured and
perceivable by visual comparison between original and transformed image.

Table 1 corresponds to the transformation in Figure 10.
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Fig. 9. Top image is original and the corresponding processed image at bottom. The difference
between both is observed in the areas of lower and higher illumination, preserving the same
level of gray in the average zone.

Table 1. Statistical values and parameters of α and β from the presented images.

Image, and its Mean Standard Alfa Beta
transformation func. (μ) Dev. (α) (β )

Figure 9 input 127 66
Figure 9 output 127 85 22 22

4.2 Evaluation Method Using Real Images

In this section we describe the evaluation and results of the experiment achieved
using real images.

In Figure 11, there is an image in its original condition, while Figure 12 shows
the processed image using the concepts described by this method.

Making a comparison, it can be appreciated that the lower illumination zones in
the image were decremented in pixel values as it is appreciated in the table at front,
the floor, and in general the dark areas at the background. The higher illumination
areas were incremented in pixel values as observed in the white dress, the top of
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Fig. 10. Shows the curve of transformation obtained for the processed image, as well as the
parameters α , β and μ .

Fig. 11. Image in their original condition

the table, the window frames in doors and windows. In general, processed image
has more clarity and depth specially in the background details. Figure 13 shows the
transformation curve obtained by subjective image quality in the contrast enhance-
ment in order to obtain the image in Figure 12.

In Figure 14 is the histogram of the original image from Figure 11, the histogram
of Figure 15 corresponds to the processed image. Comparing both histograms, in
Figure 14, it is observed a wider distribution of pixel values, as it is appreciated in



Intelligent Method for Contrast Enhancement in Digital Video 419

Fig. 12. Image after processing, contrast expansion is observed in the low an high ilumination
areas, pixel values in average level areas are preserved.

Fig. 13. Transformation curve corresponding to obtain the image in Figure 12.

the zones near pixel values below 20 and above 200. In general, the result is a wider
distribution of pixel values.

Table 2 shows the statistical values before and after image transformation of Fig-
ures 11 and 12.

As it is appreciated from the images and the results in Table 2, the transformation
function in the output image has the effect of contrast expansion, a wider gray scales
values are obtained as shown in the increment in standard deviation value from
initial value σ = 56 to final value of σ = 70.
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Fig. 14. Histogram corresponding to the original image in Figure 11.

Fig. 15. Histogram corresponding to the image processed shown in Figure 12.

Table 2. Statistical values and parameters α and β of the presented images.

Image, and its Mean Standard Alfa Beta
transformation func. (μ) Dev. (α) (β )

Figure 11 92 56
Figure 12 92 70 15 17

The average pixels value remains in its initial value μ = 92 and it corresponds to
the inflexion point in the transformation curve as appreciated in Figure 13. The pixel
values in the dark areas were decremented in value with a gain β = 17, obtaining in
this way an increase in contrast and in general an overall improvement of the image.
The results from previous experiments, show that the concepts from the method are
effective in order to achieve the contrast enhancement in the image.

5 Conclusions

An intelligent method for contrast enhancement in digital video for applications in
TFT-LCD was presented. The intention in the design of the method, is to obtain a
general model of transfer function that compensates the decrease of the dynamic
range in the representation of the gray scale in images, as a consequence of the light
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leakage from the backlight in LCD-TFT technology. The method is based on the
generation of transfer functions by the training of a neural network using represen-
tative images for several degrees in brightness and contrast. An evaluation of the
method was done using simulation and techniques of subjective evaluation of qual-
ity images in a non controlled light environment, as it is the case of a typical user
of consumer electronics. As a result of the evaluation an analysis of the experiment
was performed, confirming the effectiveness of the method.

The method is adaptive and compatible with the dynamic control system of the
LCD-TFT light source, the backlight. A flexible method that can easily be adapted
for the handling of different video modes (Lived, Cinema, Standard, etc.).
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tividades Académicas del I.P.N., Instituto Tecnológico de Tijuana for supporting our
research activities, and CONACYT.
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Abstract. This paper describes a method for obstacle detection, map building and
map reconfiguration for autonomous mobile robotic application, this proposal is
based on a stereoscopic vision system and epipolar geometry to achieve obstacle
detection, map building and map reconfiguration is presented. A tridimensional pro-
jection of every scene in front of the mobile robot is estimated based on geometrical
relationship between the environment world coordinates (x,y,z) and their projec-
tions through the 2D images captured by the on board stereoscopic vision system
of the mobile robot. Depth measure for obstacle distance estimation is calculated
by epipolar geometry. The proposal for implementation stereoscopic photometric
correspondence problem, is solved in an efficient way with the implementation of
the adaptive window for candidate matching (AWCM) sensor, motion control and
algorithms are proposed to be implemented in FPGA technology to obtain high per-
formance overall processing.

1 Introduction

In general, global planning methods complemented with local methods are used for
indoor missions since the environments are known or partially known; whereas, for
outdoor missions local planning methods are more suitable, becoming global plan-
ning methods, a complement because of the scant information of the environment.

In previous work, we developed a path planning method for wheeled MR navi-
gation using a novel proposal of ant colony optimization named SACOdm (Simple
Ant Colony Optimization with distance (d) optimization, and memory (m) capabil-
ity), considering obstacle avoidance into a dynamic environment [8]. In order to
evaluate the algorithm we used virtual obstacle generation, being indispensable for
real world application to have a way of sensing the environment.

This work presents a proposal to achieve stereoscopic vision for MR application,
and its future development and implementation into VLSI technology to obtain high
performance computation to improve local and global planning, obtaining a faster

P. Melin et al. (Eds.): Soft Comp. for Recogn. Based on Biometrics, SCI 312, pp. 423–441.
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navigation by means of reducing idle times due to slow computations. Navigation
using ant colony environment is based on map building and map reconfiguration;
in this model, every ant is a virtual mobile robot (MR). The MR system, composed
by the MR and the global planner in the main computer, has the task to construct
the map based on a representation of the environment scene, avoiding the use of
landmarks to make the system more versatile. The MR stereo vision transforms the
visual information of two 2D images of the same scene environment into depth
measure data. Hence, the MR sends this data via RF to the global planner in the
main computer; this data is a 3D representation of the MR scene environment and
its local position and orientation. By this way, the optimal path in the environment
is constantly updated by the global planner.

The MR stereo vision has the advantage with respect to other navigation tech-
niques, that depth can be inferred with no prior knowledge of the observed scene, in
particular the scene may contain unknown moving objects and not only motionless
background elements.

The proposed method has some advantages over existing methods, for example it
does not need camera calibration for depth (distance) estimation measurements; an
improved efficiency in the stereoscopic correspondence for block matching; adap-
tive candidate matching window concept is introduced for stereoscopic correspon-
dence for block matching resulting in improved efficiency by reducing calculation
time, also improves matching accuracy assuring corresponding process only in the
areas where there are vertical or corners arranged pixels corresponding to the ob-
stacles selected features. The calculation process is reduced in average 40% corre-
sponding to the surface ground image content which is previously extracted from
every image. The areas between edges in the obstacles itself are also excluded from
matching process. This is an additional increase in the method efficiency by re-
ducing calculation for matching process. This feature provides an efficient imple-
mentation of a vision module for obstacle detection, for map building and dynamic
map reconfiguration as an extension research of the ant colony environment model
described in a previous work [8].

This work is organized as follows: In Section 2 the general system is described.
Section 3 is dedicated to give a description of the process to extract the surface
ground and obstacle edge detection using luminance components, and the Hue to
obtain the ground surface; moreover, some comments about implementation of the
vision module into an FPGA. In Section 4 important concepts about stereoscopic
vision are given. In Section 5 is explained how the modification of the road map is
achieved. Finally, in Section 6 are the conclusions.

2 General System Description

The two main components of the system architecture are the computer, and the MR.
The computer contains the global planner based on the SACOdm algorithm, and the
communication system. The MR is a three wheels system with frontal differential
tracking, it has five main subsystems: The stereoscopic vision which includes par-
allel arrange dedicated purpose video decoders controlled via IIC by the FPGA; the
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Spartan-3 FPGA controller board that contains an embedded Microblaze microcon-
troller, as well as the motors and tracking controllers that were coded in VHDL hard-
ware description language software; the power module consists of a high capacity
group of rechargeable batteries, two H-bridges motor drivers, and the two Pittman
DC geared-motor model GM9236S025-R1; the communication system based on the
XbeePro RF, integrated WiFi communication module [17]; A high accuracy GPS
module with 1 cm of resolution, 0.05% or accuracy, such as the VBOX 3i from
Racelogic [15], or similar; an electromagnetic custom made compass IIC bus com-
patible, based on the LIS3LV02DL integrated circuit from STMicroelectronics.

The communication between the MR and the computer is achieved using the
XBeePro RF Modules that meet the IEEE 802.15.4 standards, the modules operate
within the ISM (Industrial Scientific and Medical) 2.4 GHz frequency band.

Fig. 1. Basic idea of the method for obstacle detection and map reconfiguration based on a
3D representation of every scene.

Figure 1 shows the basic idea of the method, the mobile robot vision system
captures and process stereoscopic images, it obtains a three dimensional represen-
tation of every scene and sends this information consisting of a disparity map, its
position and orientation to the global planner, which is a computer outside the en-
vironment that receives the data for the representation of the map building and map
reconfiguration.

3 Stereoscopic Vision and Obstacles Detection

For the environment map construction and reconfiguration, the MR makes an in-
ference of the three dimensional structure of a scene from its two dimensional 2D
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projections. The 3D description of the scene is obtained from different viewpoints.
With this 3D description we are able to recreate the environment map for use in
robot navigation, see Figure 1.

In general, in any stereoscopic vision system after the initial camera calibration,
correspondence is found among a set of points in the multiple images by using a
feature based approach. Disparity computation for the matched points is then per-
formed. Establishing correspondences between point locations in images acquired
from multiple views (matching) is one of the key tasks in the scene reconstruction
based on stereoscopic image analysis. This feature based approach involves detect-
ing the feature points and tracking their positions in multiple views of the scene.
In [4], it is presented a review of the problem where the developments in establish-
ing stereoscopic correspondence for the extraction of the 3D structure is discussed,
also a few well-known algorithms representing widely different approaches were
presented, the focus of the review was stereoscopic matching.

For map construction or reconfiguration of the MR obstacles environment there
is not necessary to reconstruct an exact scene of the environment. There are other
works in the same line, in [3] is presented an approach that integrates appearance
models and stereoscopic vision for decision people tracking in domestic environ-
ments. In [9] the author used a vision system for obstacle detection and avoidance,
it was proposed a method to integrate the decisions by using potential field theory
[11] with fuzzy logic variables. It was used Hue, Saturation, and Intensity (HSI)
hue color since it is invariant to the light. In [18] was presented an omnidirectional
vision camera system that produces spherical field of view of an environment, the
continuation of this work was presented in [19] where the authors explained several
important issues to consider for using fisheye lens in omnidirectional vision, some
of them are the lens camera calibration, rectification of the lens distortion, the use of
a particle filter for tracking, as well as the algorithms and the hardware configuration
that they implemented.

The navigation task is achieveed using the relative depth representation of the
obstacles based on stereoscopic vision and the epipolar geometry. The map repre-
sents the status at the time of drawing the map, not necessarily consistent with the
actual status of the environment at the time of using the map. Mapping is the prob-
lem of integrating the information gathered in this case by the MR sensors into a
complex model and depicting with a given representation. Stereo images obtained
from the environment are supplied to the MR, by applying a disparity algorithm on
stereo image pairs, depth map for the current view is obtained. A cognitive map
of the environment is updated gradually with the depth information extracted while
the MR is exploring the environment. The MR explores its environment using the
current views, if an obstacle in its path is observed, the information of the target
obstacles in the path will be send to the global planner in the main computer. Af-
ter each movement of the MR in the environment, stereo images are obtained and
processed in order to extract depth information. For this purpose, obstacle’s feature
points, which are obstacle edges are extracted from the images. Corresponding pairs
are found by matching the edge points, i.e., pixel’s features which have similar ver-
tical orientation. After performing the stereo epipolar geometry calculation, depth
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Fig. 2. Process for surface ground extraction, and obstacles edge detection using luminance
component.

for the current view is extracted. By knowing the camera parameters, position, and
orientation, the map can be updated with the current depth information.

3.1 Surface Ground Extraction and Obstacle Detection Using Luminance
and Hue

The vision based obstacle detection module classifies each individual image pixel as
belonging either to an obstacle or the ground. An appearance based method is used
for surface ground classification and extraction from the MR vision module captured
images, see Figure 2. Any pixel that differs in appearance from the ground is classi-
fied as an obstacle. After the surface ground extraction the remaining image content
are only obstacles. A combination of pixel appearance and feature base method
is used for individual obstacle detection and edge extraction. Obstacles edges are
more suitable for stereo correspondence block matching in order to determine the
disparity between left and right images. For the ground surface extraction purpose
two assumptions were established, that are reasonable for a variety of indoor and
outdoor environments:

1. The ground is relatively flat.
2. Obstacles differ in color appearance from the ground. This difference is rea-

sonable and can be subjectively measured as Just Noticeably Difference (JND),
which is reasonable for a real environment.
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These assumptions allow us to distinguish obstacles from the ground and to
estimate the distances between detected obstacles from the vision based system.
The classification of a pixel as representing an obstacle or the surface ground can
be based on local visual attributes: Intensity, hue, edges, and corners. Selected at-
tributes must provide information so that the system performs reliably in a variety of
environments. Selected attributes should also require low computation time so that
real time system performance can be achieved. The less computationally expensive
the attribute, the higher the obstacle detection update rate, and the faster an MR can
travel safely.

For appearance classification we used Hue or luminance as a primary attribute
for ground surface detection and extraction. Hue provides more stable information
than color or luminance based in pixel gray level. Color saturation and luminance
perceived from an object is affected by changes in incident and reflected lightness.
Also compared to texture, Hue is more local attribute and faster to calculate. In gen-
eral, Hue is one of the main properties of a color, defined as the degree of perceived
stimulus described as Red, Green, Blue. When a pixel is classified as an obstacle, its
distance from the MR stereo vision cameras system is estimated using the following
steps:

1. Color image from each video camera is converted from NTSC composite video
to RGB 24 bits color space.

2. A typical ground area in front of the MR is used as a reference. The Hue at-
tributes from the pixels inside this area are histogrammed in order to determine
its Hue attribute statistics.

3. Surface ground is extracted from the scene captured by the MR stereo vision
by means of a comparison against the reference from step 2, and based on Hue
attribute. Hue limits are based in JND units.

4. Remaining content in images are only obstacles. Edges are extracted from indi-
vidual obstacles based on feature and appearance pixel’s attributes.

5. Correspondence for block matching is established in pixels from the obstacle
vertical edges.

6. Disparity map is obtained from the sum of absolute differences (SAD) correla-
tion method.

In this case we use Luminance Canny based method for obstacles edge detection
and surface ground extraction, because of the square shape of the obstacles and the
pixel appearance which is this case, in a histogram follows a normal distribution.
By using this method, surface ground extraction and obstacles edge detection is
achieved in the same process.

3.2 Stereoscopic Vision System Module and FPGA Implementation

When a robot has to react immediately to real-world events detected by a vision sys-
tem, high speed processing is required. Vision is part of the MR control loop during
navigation. Sensors and processing system should ideally respond within one robot
control cycle in order to not limit their MR dynamic [13]. An MR vision system
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Fig. 3. Block diagram of the stereoscopic processing in FPGA

equipped, requires high computational power and data throughput which computa-
tion time often exceed their abilities to properly react. In the ant colony environment
model, every ant is a virtual mobile robot (MR) full equipped, trying to find the op-
timal route, eventually, weather there exist, it will be obtained. Of course, the ACO
based planner will give the best route found, and the real ant, the MR, which is
equipped with the vision system on board, will update the global map in the plan-
ner. There are many tasks to do at the same time, however, a good feature of using
FPGAs is that they allow concurrently implementation of the different tasks, this is
a desirable quality for processing high speed vision. High parallelism is comprised
with high use of the FPGA resources; so a balance between parallelization of task,
and serial execution of some of them will depend on the specific necessities.

The vision system proposal consists of stereoscopic vision module implemented
in VHDL and C codes operating in a Xilinx based FPGA, hence a balanced used of
resources was used, Figure 3 shows a block diagram of the stereoscopic processing
in FPGA. Video information is processed in a stereo vision system and video inter-
face. The NTSC composite video signals from each camera after properly low pass
filtering and level conditioning needs to be converted to RGB 24 bits color space
by a state of the art video interface system HDTV capable. The rest of the video
stage can be programmed in C for the Microblaze system embedded into the FPGA.
Other subsistems, such as the motion control block needs to work concurently to the
video system.

4 Design of the Stereoscopic Vision Module

The two stereo cameras parallel aligned, capture images of the same obstacle from
different positions. The 2D images on the plane of projection represent the ob-
ject from camera view. These two images contain the encrypted depth distance
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Fig. 4. Obstacles and stereoscopic vision. Projection of one point into left and right images
from parallel arrange video cameras.

information. This depth distance information can be used for a 3D representation
in order to build a map.

The MR using his side by side left and right cameras see the scene environment
from different positions in a similar way as human eyes see Figure 4. The FPGA
based processing system finds corresponding points in the two images and com-
pares them in a correspondence matching process. Images are compared by shifting
a small pixels block “window”. The result is a comparison of the two images to-
gether over top of each other to find the pixels of the obstacle that best match. The
shifted amount between the same pixel in the two images is called disparity, which
is related to the obstacle depth distance. The higher disparity means that the obstacle
containing that pixel is closer to the cameras. The less disparity means the object is
far from the cameras, if the object is very far away, the disparity is zero that means
the object on the left image is the same pixel location on the right image.

4.1 Depth Measure from Stereo Image

In order to estimate the depth measure of the obstacles in the scene first step is
to determine the points of interest for correspondence matching between the two
images. This corresponding points are selected based on the obstacle edge feature.
Then calculate the depth distance based on the shifting “disparity”. The disparity
is calculated based on the amount of pixel’s shifting in a particular corresponding
point. There are stereo image constraints to be assume for solving the correspon-
dence problem:
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1. Uniqueness. Each point has at most one match in the other image.
2. Similarity. Each intensity color area matches a similar intensity color area in the

other image.
3. Ordering. The order of points in two images is usually the same.
4. Continuity. Disparity changes vary slowly across a surface, except at depth

edges.
5. Epipolar constraint. Given a point in the image, the matching point in the other

image must lie along a single line.

4.1.1 Photometric Correspondence by Block Matching
The map for representation the ant colony environment, is estimated based on ge-
ometrical relationship between the world points and their projections on the 2D
images captured by the MR stereo visual system equipped. Obstacles deep measure
is calculated by epipolar geometry. To do this the problem of estimating correspond-
ing points in one image respect to the other image is the central problem [6], it is
a stereo correspondence problem and usually solved assuming that the cameras are
fixed and their relative positions are known [16]. The stereo images has to be recti-
fied in order to align the epipolar lines to the line joining the optical centers of the
stereo cameras. Before solving the correspondence problem [10]. In order to avoid
image rectification and to simplify camera calibration and stereo correspondence
matching process, the stereo cameras are arranged in a parallel configuration [2].
The correspondence problem concerns the matching of pixels in two images such
that the matched points are the projections of the same point on the same horizontal
line in the scene. The stereo corresponding searching process is confined to one di-
mension along the horizontal axis. Stereo matching is used to generate the disparity
or depth maps, generally, depth information is obtained from two broad categories
of stereo matching algorithms [14] global and local. Global based algorithms, for
example, those described in [5] produce accurate disparity maps but involve high
computational costs. On the other hand, local algorithms [1] [7], are computa-
tionally efficient but do not produce results as accurately as global algorithms. We
used a local or area based window correlation matching algorithm, due to their com-
putational efficiency as compared to global algorithms. The construction of stereo
images allows for a disparity in only the horizontal direction, there is no disparity
in the Y image coordinates. This is a property that can also be achieved by precise
alignment of the stereo cameras by means of epipolar geometry.

The disparity is usually computed as a shift to the left of an image feature when
viewed in the right image. It is calculated by determining a measure of absolute dif-
ferences or SAD used to calculate disparities at each pixel in the right image. For
every point of interest captured in the environment scene, a matching reference win-
dow is defined by 8×8 pixels and also a searching area of 80×80 pixels around the
reference matching window, see Figure 5. This reference window from left image is
matched into a corresponding same size window in the right image. This 8×8 refer-
ence window from left image is shifted over the searching area of 80×80 pixels in
the right image. At every shift the absolute difference of comparing pixel attributes
is computed and saved. After this SAD “match strength” has been computed for all



432 O. Montiel et al.

Fig. 5. Reference and searching windows in the stereo correspondence by block matching
process using SAD.

valid disparities, the disparity that yields the lowest SAD is determined to be the
disparity at that location in the right image.

SAD(x,y,d) =
n

∑
i, j=n

|L(x + j,y + i)−R(x + j +d,y + i)| (1)

Where (x,y,d) is the value for the disparity at point L(x,y) of the left image and
the corresponding point R(x + d,y) of the right image. L(x,y) and R(x,y) are the
pixel attribute at left and right image respectably. The disparity at certain point is
the value of d that minimizes SAD.

The computational time can be reduced by reducing the number of valid disparity
search at every shift, limiting the disparity to a maximum value, where d is the
disparity based on a maximum value for disparity dmax. Another way to reduce
computation time is by reducing the searching area. The size of the optimal pixel
searching area can be estimated based on the image noise, quality of pixel attributes,
edge detection and estimated disparity in the points of interest in scene.

4.1.2 Constraints for Matching
Because of factors such as noise and occlusions, the appearances of the correspond-
ing points will differ in the two images. For a particular feature in one image, there
are usually several matching candidates in the other image. It is convenient to use
additional constraints in order to obtain the correct match. Commonly used con-
straints are:

1. The matching points must lie on the corresponding epipolar lines of the two
images.

2. Each point has at most, one match in the other image.



Method for Obstacle Detection and Map Reconfiguration 433

3. Each similarity intensity or color area matches a similar intensity or color area
in the other image.

4. The disparity gradient should be within a certain limit. Due to occlusions in
certain 3D surfaces, the appearances of the corresponding points will differ in
the two images.

4.1.3 Improved Efficiency in the Corresponding Matching Process
The complexity may increase in the correspondence matching process in cases when
the images are captured by the on board stereo vision system of the MR. The epipo-
lar lines may vary from the horizontal axis because of vibrations due to variations
in ground surface or by mechanical gears. In order to compensate this condition, the
epipolar lines and selected matching points may provide some indication during the
matching process concerning the spatial position of the stereo cameras.

In our application the epipolar lines are selected for robustness and efficiency
by processing for matching only the image information represented by the edges of
obstacles.

• Stereo correspondence matching is done only in the portions of the images
where there are obstacles. The extracted portion from ground surface will be
omitted from matching process. This reduces the calculation time. In every cap-
tured image, in average at least 40% of the image content is composed by ground
surface.

• The points of interest used as candidates for matching are limited only to the
vertical edges. After edge detection in both images, the remaining image data
corresponds only to the obstacles edge intensities information.

• Adaptive Candidate Matching Window (ACMW). In order to detect the can-
didate points for matching and assure these points belong only to the vertical
edges, a candidate matching window 4× 4 all zeroes (0’s) is defined. This non
overlapping window is shifted horizontally in the left image, which is the ref-
erence image. At every shift this window is logical AND compared with the
information in the image in that position. If the result contains at least one ver-
tical line containing logical ones (1’s). then a new window is selected, this is
the matching window containing the image information in that location and it
will be compared with the right image for SAD matching process as described
previously in the process photometric correspondence for block matching.

The candidate matching window assures SAD matching processing only in the im-
age containing the obstacle’s vertical edges. By doing this, all image portions pre-
viously filled with logical 0’s will be excluded from the correspondence matching
process. These 0 filled image areas are the surface ground and obstacles portions in-
side its edges. SAD matching process computationally is more expensive than sim-
ple logical AND operations. Matching accuracy and calculation time optimization
are the major advantages due to the novel concept of candidate matching window.

An Adaptive Window for Candidate Matching (AWCM) can be implemented in
case of more dense environments and wider diversity in the shapes of the target
obstacles. More features of interest can be added like corners, round, horizontal.
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Fig. 6. Process of candidate matching window using edges and corners.

The method can be easily adapted combining edges and corners, Figure 6 shows
an example of the process for Candidate Matching using corners as a feature of
interest. In this case, overlapping window is more conveniently. The figure shows
four outputs for right bottom corner, we can have 16 possibilities at the output in
order to cover the four corner shapes.

We used a feature based correspondence matching method based on the obstacles
detected edges. The metric used for estimation implemented is based on the algo-
rithm sum absolute difference (SAD). Additional considerations were applied for
efficiency and robustness like candidate matching window.

4.1.4 Epipolar Geometry
The epipolar geometry of the stereoscopic system is described in Figure 7. The
stereoscopic system model shows two different perspective views of a point in the
obstacle (P) from two identical cameras centers, which are separated only in X axis
by a baseline distance. The points PL and PR in the image plane are the perspective
projections of P in left and right view. The plane passing through the camera centers
and the object point in the scene is called the epipolar plane. The intersection of the
epipolar plane with the image plane is called epipolar line, the correspondences at
point PL and PR must lie on the epipolar line.

The epipolar geometry is determined by the point correspondences. Selection and
matching of the point features in the two views are the standard procedure for the
depth recovery. The depth information can be evaluated by using the triangle simi-
larity algorithms. The epipolar geometry is illustrated in Figure 8. In the illustration,
the baseline distance (T ) and the focus length ( f ) of both cameras are known. The
perspective projection PL and PR on epipolar line is shift from their center by dis-
tance XL and XR respectively.
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Fig. 7. Horizontal disparity as a result of the perspective projections of one point P in left and
right views.

4.1.5 Triangulation for Depth Distance Estimation
One point in 3D space and its projections in two images always compose a triangle,
the reconstruction problem, which is to estimate the position of a point in 3D space.
The 3D position (X ,Y,Z) of a point P, can be reconstructed from the perspective
projection of P on the image planes of the cameras, once the relative position and
orientation of the two cameras are known. We choose the 3D world reference system
to be the left camera reference system. For non parallel coupled stereo cameras, the
right camera is translated and rotated with respect from the left one, therefore six
parameters describe this transformation. The simplest case arise when the optical
axes of two cameras are parallel, and the translation of the right camera is only
along the X axis.

From Figure 8 using the two triangles from left camera and right camera we can
obtain the expression:

Z = f · T
d

(2)

The reference system for the left camera reference system according to a 3D point
P = (X ,Y,Z) is mapped by central projection into PL = (XL,YL)

and into PR = (XR,YR); so, there is a translation in X axis due to baseline T

X =
(XR −T) ·Z

f
(3)

In case of origin at mid point between camera centers (cyclopean coordinates).
Then, for our one camera model, the new reference system is translated between
both camera centers,

X =
(XL − (T/2)) ·Z

f
(4)

From the epipolar geometry, the projection point can be computed for each view
and matched image points; then, it can be back projected to give 3D structure.
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Fig. 8. Distance Estimation.

4.1.6 Stereo Image Model: Coordinate Systems and Scaling
Assuming that the cameras can be modeled by pinhole cameras, this model is shown
on left side of Figure 9. The 2D image consider four coordinate systems: The
(XW,YW,ZW ) coordinate system; the 3D coordinate of the object point P in the
3D world coordinate system, (X ,Y,Z); the 3D coordinate of the object point P in
3D camera coordinate system.

The Z axis coincide with the optical axis. Distance between image plane and the
optical center O. (x,y) The image coordinate system with the origin at point (O,O,)
with respect to the 3D camera coordinate system and the image plane is the same
as the plane Z = (u,v) the coordinate system used in the computer or in respective
digitized image.

f
Z

=
x
X

=
y
Y

(5)

ku, kv are the image scale factors, then:

x =
u

ku
; y =

v

kv
(6)

By coordinate translation the scaled image coordinate (x,y) is transform in the re-
spective computer coordinate:
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u → u−uo; v → v− vo (7)

In this case (uo,vo) coincides with the image center O. From above equation we
obtain:

x =
u−u0

ku
; y =

v− v0

kv
(8)

From above equations,

u =
αuX

Z
+ u0; αv = f · kv (9)

In our case, the parameters uo, vo, ku, kv, f are the camera intrinsic parameters. Lens
distortion coefficients are not considered in such consideration [12].

4.1.7 Representing Robot Position
In order to specify the position of the robot on the plane we establish a relationship
between the global reference frame of the plane and the local reference frame of
the robot, as in Figure 9. The axes Xw and Yw define an arbitrary inertial basis on
the plane as the global reference frame from some origin O : Xw,Y y. Normally, to
specify the position of the robot, a point Q on the robot chassis is selected as its
position reference point, see Figure 10. The basis XR,YR defines two axes relative to
Q on the robot chassis and is thus the robot’s local reference frame. The position of
Q in the global reference frame is specified by coordinates x and y, and the angular
difference between the global and local reference frames is given by θ .

In our case, point Q is located at the middle of the baseline T between both
camera centers, as it was determined in (4).

We can describe the pose of the robot as a vector with these three elements. Note
the use of the subscript w to clarify the basis of this pose as the global reference
frame:

ξw =

⎡
⎣

x
y
θ

⎤
⎦ (10)

To describe robot motion in terms of component motions, it will be necessary to
map motion along the axes of the global reference frame to motion along the axes
of the robot’s local reference frame. Of course, the mapping is a function of the cur-
rent pose of the robot. This mapping is accomplished using the orthogonal rotation
matrix:

R(θ) =

⎡
⎣

cos(θ) sin(θ ) 0
−sin(θ ) cos(θ) 0

0 0 1

⎤
⎦ (11)
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Fig. 9. Coordinates system using one camera model simplification. Z axis align with XR MR
local frame.

Fig. 10. Global planning based on robot location position and disparity map.
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5 Map Building and Map Reconfiguration

The modification of the Road Maps is achieved using the information of disparity
in pixels, where the distance of the MR from the obstacle is estimated using dis-
parity measures, the less disparity measure means that the obstacle is far from the
visual system of the MR. Moreover, the MR uses a high accuracy GPS and a digi-
tal compass for a better position and orientation in the environment, and by means
of epipolar geometry and disparity map calculation is able to do the obstacle deep
measure calculation.

The information coming from the MR has all the necessary (x,y,d) coordinates
and corresponding disparities which in reality are a 3D representation of the 2D ob-
stacles images captured from the stereoscopic visual system. After pixel’s scaling
and coordinates translation, the global planner is able to update the environment.
The perceived obstacles are sent to the global planner, as it is seen in Figure 11,
which includes the visual shape and geographical coordinates. Once, the global
planner in the main computer has been modified using the new information about
new obstacles and current position of the MR, the global planner performs calcu-
lations using ACO to obtain an updated optimized path, which is sent to the MR

Fig. 11. Process for map building and map reconfiguration.
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to achieve the navigation. The MR has the ability to send new information every
100ms via RF from every scene captured; however, times in the global planner are
bigger since it is based on a natural optimization method, and it depends on the ac-
tual position of MR with respect to the goal. Hence, most of times a new path can
be obtained every 3 seconds.

6 Conclusion

In this work a method for obstacle detection and map reconfiguration is presented,
it is based on an stereoscopic vision module for a wheeled mobile robot, suitable to
be implemented into an FPGA.

The main purpose of this proposal is to provide the necessary elements for per-
ception, obstacles detection, map building and map reconfiguration in a tough envi-
ronment where there are no landmarks or references.

There are only obstacles and new ones can be added. The stereoscopic vision
system captures left and right images from the same MR scene, the system is capa-
ble of using both appearance based pixel descriptors for surface ground extraction,
luminance and Hue depending of the environment particular characteristics. In an
environment with constant lightness, minimum reflections and proper setting in the
edge detector threshold level, luminance can be suitable because surface ground
and obstacles edge detection can be performed at the same time. For environment
with variable light conditions or uncertain, Hue is the primary attribute for pixel
appearance descriptor in the surface ground extraction process due to it’s invari-
ance to changes in luminance and color saturation. After surface ground extraction
and obstacles edge detection, stereoscopic corresponding by block matching is per-
formed, the correspondence is found among a set of points in the left and right
images by using a feature based approach. Disparity computation for the matched
points is then performed. Establishing correspondences between point locations in
images acquired from multiple views (matching) is one of the key tasks in the re-
construction based on stereo image analysis. This feature based approach involves
detecting the feature points and tracking their positions in multiple views of the envi-
ronment. In order to solve the stereo correspondence problem, an improved method
is introduced for calculation efficiency and accuracy “adaptive candidate match-
ing window” (ACMW). We used the sum of absolute differences metric (SAD) for
stereoscopic correspondence matching. Stereoscopic camera calibration is not re-
quired due to the improvements in matching process. Disparity maps which are the
depth measure of the obstacles position in the environment are obtained after the
stereo correspondence process. The MR sends this data, including its position and
orientation via RF to the global planner located in the main computer outside the
environment. With this information the global planner is able to constantly update
the environment map.
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tonomous mobile robot navigation with ant colony optimization and fuzzy cost function
evaluation. Applied Soft Computing 9(3), 1102–1110 (2009)

9. Abellatif, M.: Behavior Fusion for Visually-Guided Service Robots. In: In-Teh. Com-
puter Vision, Croatia, pp. 1–12 (2008)

10. Faugeras, O.: Three dimensional computer vision. MIT Press, Cambridge (1993)
11. Khatib, O.: Real-Time Obstacle Avoidance for Manipulators and Mobile Robots. In:

Procedings of IEEE International conference on Robotics and Automation, pp. 500–505
(1985)

12. Tsai, R.Y.: An efficient and accurate camera calibration technique for 3D machine vision.
In: IEEE Conference on Computer Vision and Pattern recognition, pp. 364–374 (1986)

13. Siegwart, R., Nourbakhsh, I.R.: Introduction to Autonomous Mobile Robots, A Bradford
Book. The MIT Press, Cambridge (2004)

14. Adhyapak, S.A., Kehtarnav, N., Nadin, M.: Stereo matching via selective multiple win-
dows. Journal of Electronic Imaging 16(1) (2007)

15. VBOX product, http://www.racelogic.co.uk/?show=VBOX
16. Grimson, W.E.L.: Computational experiments with feature based stereo algorithm. IEEE

Transactions on pattern analysis and machine intelligence 7(1), 17–34 (1985)
17. Xbee XBee-Pro OEM RF Modules, Product Manual v1.xAx - 802.15.4 Protocol,

MaxStream, Inc. (2007)
18. Cao, Z., Hu, J., Cao, J., Hall, E.L.: Ommi-vision based Autonomous Mobile Robotic

Platform. In: Proceedings of SPIE Intelligent Robots and Computer Vision XX: Algo-
rithms, Techniques, and Active Vision, Newton USA, vol. 4572, pp. 51–60 (2001)

19. Cao, Z., Meng, X., Liu, S.: Dynamic Omnidirectional Vision Localization Using a Bea-
con Tracker Based on Particle Filter, Computer Vision. In: Zhihui, X. (ed.) In-Teh, pp.
13–28 (2008)



Automatic Dust Storm Detection Based on
Supervised Classification of Multispectral Data

Pablo Rivas-Perea1, Jose G. Rosiles1,
Mario I. Chacon Murguia2, and James J. Tilton3

1 The University of Texas El Paso,
Department of Electrical and Computer Engineering, El Paso TX 79968, USA

2 Chihuahua Institute of Technology,
Graduate Studies Department, Chihuahua Chih, Mexico

3 NASA Goddard Space Flight Center,
Computational and Information Sciences and Technology Office,
Greenbelt MD 20771, USA

Abstract. This paper address the detection of dust storms based on a prob-
abilistic analysis of multispectral images. We develop a feature set based
on the analysis of spectral bands reported in the literature. These studies
have focused on the visual identification of the image channels that reflect
the presence of dust storms through correlation with meteorological reports.
Using this feature set we develop a Maximum Likelihood classifier and a
Probabilistic Neural Network (PNN) to automate the dust storm detection
process. The data sets are MODIS multispectral bands from NASA Terra
satellite. Findings indicate that the PNN provides improved classification
performance with reference to the ML classifier. Furthermore, the proposed
schemes allow real-time processing of satellite data at 1 km resolutions which
is an improvement compared to the 10 km resolution currently provided by
other detection methods.

1 Introduction

Dust aerosols are a major cause of health, environmental, and economical haz-
ards, and can adversely impact urban areas [1]. From a scientific perspective,
understanding dust storm genesis, formation, propagation and composition
is important to reduce their impact or predict their effect (e.g., increase of
asthma cases). Multispectral instruments allow space imaging of atmospheric
and earth materials based on their spectral signature. More specifically, they
allow the detection of dust air-borne particles (aerosols) propagated through
the atmosphere in the form of dust storms.

Current methods for dust aerosol are based on the Moderate Resolution
Spectroradiometer (MODIS) Aerosol Optical Thickness (AOT) product [2, 3]
which is provided by the NASA Terra satellite.

P. Melin et al. (Eds.): Soft Comp. for Recogn. Based on Biometrics, SCI 312, pp. 443–454.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010
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The AOT product allows tracking of pollutant aerosols by observing the
aerosol optical thickness. However, AOT products require a considerable
amount of processing time (i.e., two days after satellite pass) before useful
information on aerosol events is extracted. The use of simple band arithmetic
(e.g., subtraction) has been reported as a scheme to visualize the presence
of dust storms [1]. This method is highly subjective making interpretation
dependent on the experience of the analyst.

Given the large amount of data produced by MODIS, it is also desirable
to have automated systems that assists scientist on finding or classifying
different earth phenomena with minimal human intervention. For example,
Aksoy, et al. [4], developed a visual grammar scheme that integrates low-
level features to provide a high level spatial scene description on land cover
and land usage. Similar automated schemes for dust detection are highly
desirable.

In this paper we present two methods for the detection of dust storms from
multispectral imagery using statistical pattern classifiers. Based on reported
data, we present a feature set that allows accurate and real-time detection
of dust aerosol. The proposed feature set is extracted from MODIS spectral
bands and evaluated with a maximum likelihood (ML) classifier and a proba-
bilistic neural network (PNN). We will show that the PNN approach provides
a better detection and representation of dust storm events.

This paper is organized as follows. Section 2 of the paper introduces the
dust aerosol multispectral analysis. The ML and PNN models are explained
in Section 3 and 4. Section 5 presents experimental results leading to differ-
ent levels of segmentation between dust storms and other materials. Finally,
conclusions are drawn in Section 6.

2 An Overview of MODIS Data

Remote sensing is the research area that studies how to gather and analyze in-
formation about the Earth from a distance. Uses include the mapping of fires,
weather monitoring, cloud evolution, and land cover analysis. The informa-
tion gathered can be used to produce images of erupting volcanoes, monitor
for dust storms, view the sequential growth of a city, and track deforestation
over time [6, 18].

In this paper we collected thermal information about the land, strato-
sphere, and atmosphere using special instruments aboard a satellite orbiting
the Earth surface. This instrument is called “Moderate-Resolution Imaging
Spectroradiometer” (MODIS). These remotely sensed data is collected as dig-
ital files, containing data captured at different spectral waves in the optical
range (i.e. multispectral data). These digital files are known as “granules”
and can be downloaded from the web at the NASA WIST tool.

The MODIS instrument is built in NASA Terra and Aqua satellites.
MODIS multispectral data is currently used in the analysis of different



Automatic Dust Storm Detection 445

phenomena like sea temperature and surface reflectivity. MODIS provides
information in 36 spectral bands between wavelengths 405nm and 14.385μm.

MODIS multispectral data is available in different levels. These levels de-
pend on the level of data processing. Level 0 is raw telemetry data (i.e. satel-
lite unorganized data). Level 1A is raw data organized by spectral bands.
Level 1B consists of corrected multispectral data (i.e. bad sensor information
is pointed out). Subsequent levels are processed for particular analysis that
include aerosol, water vapor, and cloud. In this paper we use the multispectral
bands available in MODIS Level 1B.

3 Selection and Analysis of Spectral Bands for Feature
Extraction

In this section we described the proposed feature extraction process based
on the analysis of spectral bands reported in the literature. These studies
have focused on the visual identification of the image channels that reflect
the presence of dust storms through correlation with meteorological reports.
Visual assessment of dust storms can be achieved using MODIS bands B1,
B3, and B4 which are within human visual range [5]. An RGB-like composite
image can be produced by the mapping red to B1, green to B4, and blue to
B3. Hao et al.[6] demonstrated that bands B20,B29,B31 and B32 can also
be utilized for dust aerosol visualization. Ackerman et al.[7] demonstrated
that band subtraction B32−B31 improves dust storm visualization contrast.
Based on these findings, we will form feature vectors using pixels values from
the recovered bands B20, B29, B31, and B32.

A ”recovered” radiance is a 16 bit MODIS band mapped to its original
units (W/m2/μm/sr). The recovery process is given by

L = κ(ι − η), (1)

where L denotes the recovered radiance, κ is the radiance scale, η denotes
the radiance offset, and ι is the scaled intensity (raw data). For each pixel
location (n, m), a feature vector F ∈ �4 is formed by

Fnm =
[
LB20

nm , LB29
nm , LB31

nm , LB32
nm

]T
. (2)

corresponding to the recovered radiances of the dust sensitive wavelengths.

4 Dust Storm Detection Using the Maximum
Likelihood Classifier

The Maximum Likelihood Classifier (ML) has been extensively studied in
remotely sensed data classification and analysis [9, 4]. Here we present a
straightforward adaptation of the ML classifier to dust storm detection
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using the feature set described in the previous section. Let fX|k(x) =
(X = x|C = k) be the conditional probability density function of feature vec-
tor X having a value x, given the probability that the k-th class occurs. This
might be referred as the “data likelihood” function. Assuming normally dis-
tributed features (i.e., pixel values), we can define a discriminant function

ψk(x) = − det (Σk) − (x − μk)T Σ−1
k (x − μk) (3)

for each class k, where Σk the covariance matrix, μk denotes the mean feature
vector, and det (·) is the determinant function. Then, the decision rule can
be simply stated as

x ∈ C = j if ψj(x) > ψi(x) ∀j �= i. (4)

The parameters Σk and μk were obtained from the training data described in
the previous section using the maximum likelihood estimators (e.g., sample
mean and sample covariance matrix).

5 Neuro-Probabilistic Modeling: The Probabilistic
Neural Network

Specht’s Probabilistic Neural Network (PNN) is a semi-supervised neural
network [10]. It is widely used in pattern recognition applications [11]. The
PNN is inspired in Bayesian classification and does not require training. It
estimate the PDF of each feature assuming they are normally distributed.
The PNN has a four-layered architecture as shown in Figure 1. The first
layer is an input layer receiving the feature vectors Fnm. The second layer
consists of a set of neurons which are fully connected to the input nodes. The
output of this layer is given by

ϕjk (F ) =
1

(2π)
d
2 σd

e−
1

2σ2 (F−νF
jk)

T (F−νF
jk). (5)

where j is an index labeling each design vector and k is its the corresponding
class. The pattern units νF

jk correspond to the mean feature vector for each
class. The parameter σ is estimated with the method developed by Srinivasan
et al. [12].

The third layer contains summation units to complete the probability esti-
mation. There are as many summation units as classes. The j−th summation
unit denoted as Ωj(·), receives input only from those pattern units belonging
to the j− th class. This layer computes the likelihood of F being classified as
C, averaging and summarizing the output of neurons belonging to the same
class. This can be expressed as
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Ωj (ϕjk (F )) =
1

(2π)
d
2 σd

1
Nj

× . . .

Nj∑
i=1

e−
1

2σ2 (ϕik(F )−�i)
T (ϕik(F )−�i). (6)

The last layer classifies feature input vector Fnm according to the Bayesian
decision rule given by

F ∈ Cj if, . . .

Cj (Ωj (ϕjk (F ))) = arg max
1≤i≤j

Ωi (ϕik (F )) . (7)

Fig. 1. The hybrid architecture of the Probabilistic Neural Network. Note the
probabilistic nature embedded in a neural architecture.
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5.1 The PNN Large Sample Size Problem

To avoid the overwhelming processing of millions training samples, we lim-
ited the training samples number. We based our reduction method on Kanel-
lopoulos criteria [13] which establishes that the number of training samples
must be at least three times the number of feature bands. Therefore, in our
PNN design we used six times the feature vector size (e.g., four) requiring 24
training samples per class. In order to select the testing vectors (24 per class),
principal component analysis (PCA) was applied to a training set consisting
of millions of feature vectors. Then the test feature vectors associated to the
24 largest eigenvalues were selected as the PNN training set.

6 Results and Discussion

In our experiments we selected 31 different events corresponding to the south-
western US, and north-western Mexico area. The 31 events are known dust
storm cases reported in [8]. From these events, 23 were selected to train and
test the classifiers. Each event contains multispectral images of size 2030 ×
1053 pixels. We manually segmented the images using the MODIS visual
range into four classes C = {dust storm, blowing dust , smoke, background}.
The selection of modeling (training) and testing feature vectors was per-
formed by PCA as explained in the last section. The complete data set pro-
vides approximately 75 million feature vectors from which 97.5% correspond
to the background class. The feature vectors are sliced into 0.005% for train-
ing and the remaining are for testing.

In order to evaluate the performance of the classifiers, we need to select a
figure of merit. Typically accuracy, received operating characteristic (ROC)
or area under the ROC curve (AUC) have been used individually. However,
as reported in [16] these measures can only be used interchangeably when the
positive and negative test sets are large and balanced. Hence, it is now rec-
ognized that using more than one figure of merit is necessary to have a good
assessment of a classifier. We evaluate our results using accuracy defined as

Accuracy =
TP + TN

TP + FN + FP + TN
, (8)

where TP is the number of true positives, FP is the number of false positives,
TN is the number of false negatives and FN is the number of false negatives.
Hence accuracy corresponds to the correct classification rate over all classes.
A related measure is precision or positive predictive value (PPV) given by

Precision =
TP

TP + FP
. (9)

In this case, precision represents the fraction of true positives from all the
vectors classified as a positive. Finally we use AUC which is has been rec-
ognized in the machine learning community to provide a better metric than
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Table 1. Classifiers Performance.

Precision Std. Dev. Accuracy Std. Dev. AUC Std. Dev. P. Time Std. Dev.

ML 0.5255 0.2610 0.6779 0.1282 0.4884 0.0036 0.1484 0.0021

PNN 0.7664 0.1616 0.8412 0.1612 0.6293 0.0654 2.5198 0.0018

accuracy [14]. In summary, higher precision and accuracy reflect that a sys-
tem produces more true positives results while reducing the number of false
negatives. Similarly, a higher AUC reflects how a classifier is able to correctly
classify feature vectors and at the same time minimize the misclassification
errors.

Since in our case we have four classes, generalizing precision and accuracy
is obtained by considering a 4× 4 confusion matrix where the main diagonal
entries represent the true positives for each class. We can drop the idea of
a negative set and use TPi to identify the true positives for class class i.
The idea of false negatives is now represented by the off-diagonal elements
of the confusion matrix. For instance, the false negatives for class dust storm
consists of those vectors misclassified as blowing dust, smoke or background.
Similarly, false positives consists of all those vectors classified as dust storm
that belong to any of the other three classes. Based on these considerations,
expressions for precision and accuracy are straightforward to derive. The case
of multi-class ROCs and therefore AUCs is an open problem. Some multi-class
AUCs are described in [17]. In this paper we resorted to a simpler method
where we create a binary classifier by grouping both types of dust as a single
(i.e., positive) class, and lumping smoke and background as the negative.

We present metric results on Table 1. These results were obtained from
the whole set of 26 events by averaging each event results. Overall the PNN
approach provides better classification than ML. In particular, the AUC in-
dicates that the ML classifier should not be used in the dust storm detection
problem. On the other hand, the other metrics show a modest level of per-
formance. Hence, using multiple metrics provides a better understanding on
the capabilities of each classifier.

Beyond classifier performance, it is important to integrate the results of
the classification with actual images. Ultimately, the output of the classifiers
should be used as a tool to help scientists develop insights about dust storms.
We present two typical dust storm events in Figure 2. These color images were
obtained by mapping three MODIS bands to red, blue and green respectively.
The classification results can be visualized as the segmentations shown in
Figure 3 for the ML and PNN classifiers. Pixels classified as dust storm are
labeled red, blowing dust to green, smoke to blue, and background to black.
Both classifiers detect the presence of the storms, albeit the PNN detects
larger regions. This can be directly explained by the higher PNN metric values
on Table 1. From a detection perspective, both classifiers are successful. The
ML classifier would be attractive as a detector given its lower computational
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Fig. 2. Left, dust storm event on April 6th 2001. True color image R=B1, G=B4,
and B=B3. Right, dust storm event on December 15, 2003. True color image R=B1,
G=B4, and B=B3.

Fig. 3. Dust storm event on April 6th 2001. Left, segmentation using ML. Right
segmentation using PNN.

requirements. However, if a better understanding on the spatial distribution
of the storm is needed, then the PNN should be the selected classifier.

Processing time is an important measure when modeling real-time pro-
cessing systems. In the case of the MODIS instrument, image swaths of
10 × 1053 × 36 pixels known as “scans” are produced every 2.96 seconds
(i.e. 20.3 scans per minute). Thus, a real-time system must perform a clas-
sification in less than or equal to this time. The fourth column on Table 1
shows the processing time per scan in seconds. The time shown is computed
by taking the time average over all scans for all he events. The times were
measured with a MATLAB implementation running on a 2 GHz PC. The
time was measured using the tic(), toc() functions that give the true CPU
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Fig. 4. Dust storm event on April 6th 2001. Left, dust likelihood probability ML.
Right, dust likelihood probability PNN.

Fig. 5. Dust storm event on December 15, 2003. Left, dust likelihood probability
ML. Right, dust likelihood probability PNN.

processing time. The ML approach takes less than one second to classify the
complete scan, and the PNN approach takes about 2.5 seconds to produce the
classification result. In conclusion, both can be considered suitable for real
time detections at 1km resolution. In contrast, the MODIS AOT product
takes two days to be produced and released at a 10km resolution [15].

Finally, as a byproduct of the classification stage, it becomes possible to
extract more information about a dust storm by visualizing the dust likeli-
hood over the whole image. Both classifiers produce a parametrization of the
likelihood probability density function of dust f(x|dust storm) under a mul-
tivariate Gaussian assumption. Namely, a new image is formed by assigning
a value of f(x|dust storm) for each feature vector Fnm. This visualization
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over an image provides unique information about the spatial distribution of
dust at the moment the image was acquired. This can be utilized to track
dust aerosols with a particular degree of confidence. The degree of confidence
is proportional to the probability of a pixel being classified as dust storm.
With this kind of visualization we can show only those pixels classified as
dust storm with a high degree of confidence (e.g. above 90% of confidence),
that resemble a conservative detection with a high degree of exigence. On the
other hand, we can use a low confidence interval (e.g. above 5% of confidence)
to study how the dust storm spreads across land. This analysis is known as
“dust transport,” and is relevant on establishing the origin and extensions of
a dust storm. Since the dust aerosol concentration is reduced as the storm
advances, dust transport can be studied by analyzing the pixels classified as
dust storm but with lower probability.

The dust likelihood visualization of the April 6th, 2001 event is shown
in Figure 4 One particularly interesting case is shown in Figure 5, where
the visual composite of the satellite image (Figure 2) shows one dust cloud;
however, when we observe the dust likelihood visualization we can notice that
there where two different dust storm outbreaks at different sources. This
information is difficult to see using only the visual composite of MODIS,
neither is possible using the AOT product because of the lack of spatial
resolution.

7 Conclusion

The dust aerosol detection problem has been addressed in this paper. We have
modeled probabilistic approaches for dust storm detection and classification.
These models are specialized on measuring the dust aerosol probability given
MODIS Level 1B data. Machine learning techniques were utilized to model a
dust aerosol detection neural architecture. To the best of the authors knowl-
edge, the presented work is first in its kind. We compared the Maximum
Likelihood classification (ML) model, and the Probabilistic Neural Network
(PNN). The PNN showed a strong ability classifying dust, and discriminating
other classes, such as clouds, smoke, and background. Moreover, the proposed
probabilistic models are suitable for near real-time applications, such as di-
rect broadcast, rapid response analysis, emergency alerts, etc. The reported
work has relevancy in dust aerosol analysis, since the algorithms can show
the dust presence to a resolution of 1km. This represents an improvement
over Aerosol Optical Thickness index (AOT) methods which lack resolution
and have a two day generation delay.
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