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Abstract. Attribute reduction is a very important issue in data mining
and machine learning. Granular computing is a new kind of soft comput-
ing theory. A novel method for encoding granules using bitmap technique
is proposed in this paper. A new attribute reduction method based on
granular computing is also developed with this encoding method. It is
proved to be efficient.
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1 Introduction

Attribute reduction is a very important issue in data mining and machine learn-
ing. It can reduce redundant attributes, simplify the structure of an informa-
tion system, speed up the following process of rule induction, reduce the cost
of instance classification, and even improve the performance of the generated
rule systems. There are many methods for attribute reduction in rough set the-
ory. Rough set theory was developed by Pawlak in 1982[1]. For its ability to
process inconsistent and imperfect information, it has been applied successfully
in many fields in the past years. A lot of attribute reduction algorithms based on
rough set theory have been developed in the last decades, which can be classified
into two categories: (1)attribute reduction from the view of algebra[2][3]; (2)at-
tribute reduction from the view of information[4][5]. The challenging issues of
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these methods are multiple computation for equivalent classes and huge number
of objects. The major objective of this paper is to design an encoding method
for granules based on bitmap, and develop an efficient method for attribute
reduction.

The rest of this paper is organized as follows: basic concepts of granular com-
puting are introduced in section 2. In section 3, an encoding method for granules
using bitmap technique is developed. A new method for attribute reduction based
on granular computing is proposed in section 4. Then section 5 try to prove the
efficiency of this method by a simple simulation. At last this paper is concluded
in section 6.

2 Basic Concepts of Granular Computing

In many cases, it is impossible or unnecessary to distinguish individual objects or
elements in a universe, which force us to think of a subset of the universe as one
unit, instead of many individuals. In other words, one has to consider groups,
classes, or clusters of elements. They are referred to as granules. The concept
of information granule was first introduced by Zadeh in 1979[6]. Information
granules arise in the process of abstraction of data and derivation of knowledge
from information[7].

Granular Computing (GrC) is an emerging conceptual and computing para-
digm of information processing. As the name stipulates, GrC concerns process-
ing with information granules. Ever since the introduction of the term of GrC
by T.Y Lin in 1997[8], a rapid development of this topic has been observed.
Many models and methods for granular computing have been proposed and
studied[9][10][11].

Although there does not exist a general agreement about what is GrC, nor is
there a unified model, the basic notions and principles are the same. Granular
computing focuses on problem solving based on the commonsense concepts of
granule, granularity, granulated view, and hierarchy. The objective of granular
computing is to translate problems into a hierarchy structure, and search the
solution by order relations. This method is also consistent with human problem
solving experiences. It is a method simulating human problem solving.

3 Encoding Granules with Bitmap Technique

The construction of granular computing and computation with granules are
the two basic issues of GrC. The former deals with the formation, represen-
tation, and interpretation of granules, while the later deals with the utilization
of granules in problem solving[12]. The bitmap technique was proposed in the
1960’s[13] and has been used by a variety of products since then. Recently, many
attempts have been paid to applying bitmap techniques in knowledge discovery
algorithms[14][15], for bitmaps improve the performance and reduce the storage
requirement. In this section, we will introduce a method for encoding granules
using bitmap.
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3.1 Partition Matrix

It is convenient to describe a finite set of objects called the universe by a finite
set of attributes in an information table[16]. Formally, an information table can
be expressed as: S(U, At, L, {Va | a ∈ At}, {Ia | a ∈ At}), where U is a finite
nonempty set of objects, At is a finite nonempty set of attributes, L is a language
defined using attributes in At, Va is a nonempty set of values for a ∈ At, Ia : U →
Va is an information function. Each information function Ia is a total function
that maps an object of U to exactly one value in Va[17]. An information table
could be encoded using bitmap, called encoding information table.

Table 1 is an example of information table.

Table 1. An information table

Object Height Hair Eyes Class
O1 short blond blue +
O2 short blond brown -
O3 tall red blue +
O4 tall dark blue -
O5 tall dark blue -
O6 tall blond blue +
O7 tall dark brown -
O8 short blond brown -

The encoding rule is as follows:

1. For every attribute a ∈ At, the code length of a is equal to the cardinality
of Va;

2. Every bit of the code denotes a value in Va;
3. For every attribute value, its code can be represented by a | Va |-length

bitmap, in which the corresponding bit is set to be 1, other bits 0.

For example, the cardinality of Height is 2, so the length of its code is two.
Let the first bit denote short and the second bit tall. The attribute value tall
will be encoded as 01, and short as 10. According to this rule, the information
table shown in Table 1 could be encoded like Table 2.

Each subset A of At determines an equivalent relation on U , in which two
objects are equivalent iff they have exact the same values under A[18]. An equiv-
alence relation divides a universal set into a family of pair-wise disjoint subsets,
called the partition of the universe. Here we use a matrix to represent a partition
induced by an attribute. For an attribute a ∈ At in an information system S,
the partition matrix can be defined as P (a) = {Pa(i, j)}n×n, 1 ≤ i, j ≤ n =| U |,
where

Pa(i, j) =
{

1, Ia(i) = Ia(j)
0, else

(1)

To generate the partition matrix on an attribute, the traditional way, accord-
ing to above definition, is to compare the attribute values and Pa(i, j) is set to
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Table 2. Encoded information table

Object Height Hair Eyes Class
O1 10 100 10 10
O2 10 100 01 01
O3 01 010 10 10
O4 01 001 10 01
O5 01 001 10 01
O6 01 100 10 10
O7 01 001 01 01
O8 10 100 01 01

be 1 if the object i and j have the same value on attribute a, otherwise Pa(i, j)
is set to be 0. Here we could have another way using bitmap. In terms of the
definition of the encoded information table, if two objects have the same value
on an attribute, then they have the same code value on this attribute. To judge
whether two objects have the same code value, the logic operation AND can be
applied, i.e. Pa(i, j) is set to be 1 for the result of non-zero, otherwise is set to
be 0. Because the partition is symmetrical, it can be simplified to reduce the
storage. For example, Table 3 is the partition matrix on Height, and Table 4 is
the partition matrix on Eyes.

Table 3. Partition matrix on Height

PHeight O1 O2 O3 O4 O5 O6 O7 O8

O1 1
O2 1 1
O3 0 0 1
O4 0 0 1 1
O5 0 0 1 1 1
O6 0 0 1 1 1 1
O7 0 0 1 1 1 1 1
O8 1 1 0 0 0 0 0 1

Table 4. Partition matrix on Eyes

PEyes O1 O2 O3 O4 O5 O6 O7 O8

O1 1
O2 0 1
O3 1 0 1
O4 1 0 1 1
O5 1 0 1 1 1
O6 1 0 1 1 1 1
O7 0 1 0 0 0 0 1
O8 0 1 0 0 0 0 1 1

Having the partition matrix on each attribute, the partition matrix on a subset
of At can be further computed. For a subset A of At, the partition matrix
P (A) = {PA(i, j)}n×n, 1 ≤ i, j ≤ n =| U |, can be computed using the following
formula:

PA(i, j) = Pa1(i, j)ANDPa2(i, j)AND...AND Pam(i, j), a1, a2...am ∈ A (2)

For instance, we can get the partition on {Height, Eyes} based on the above
two partition matrixes. It is shown in Table 5.

For convenience, we complement the partition matrix by symmetry. A parti-
tion matrix represents the equivalence relation holding between all the objects. In
each line or column of a partition matrix, the subset consists of all objects which
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Table 5. Partition matrix on {Height, Eyes}

P{Height,Eyes} O1 O2 O3 O4 O5 O6 O7 O8

O1 1 0 0 0 0 0 0 0
O2 0 1 0 0 0 0 0 1
O3 0 0 1 1 1 1 0 0
O4 0 0 1 1 1 1 0 0
O5 0 0 1 1 1 1 0 0
O6 0 0 1 1 1 1 0 0
O7 0 0 0 0 0 0 1 0
O8 0 1 0 0 0 0 0 1

are equivalent to the object denoted by the line. In other words, every line or col-
umn represents an equivalence class. Using partition matrix, we can easily get all
equivalent classes, for example, U/{Height, Eyes} = {{O1}, {O2, O8}, {O3, O4,
O5, O6}, {O7}}. Moreover, the computing process is incremental, that is, we can
get the partition on {Height, Eyes} step by step.

3.2 Computation with Encoded Granules

In the partition model, a granule is a subset of the universe. The objects in a
granule are gathered together by indiscernibility. On the other hand, a formula
put the objects satisfying the formula in a granule. Therefore, we have a formal
description of a granule. A definable granule in an information table is a pair
(φ, m(φ)), where φ ∈ L, and m(φ) is the set of all objects having the property
expressed by the formula φ. In other words, φ can be viewed as the description
of the set of objects m(φ). For φ, ψ ∈ L, the following properties hold[16]:

(1) m(¬φ) = ¬m(φ)
(2) m(φ ∧ ψ) = m(φ) ∩ m(ψ)
(3) m(φ ∨ ψ) = m(φ) ∪ m(ψ)

Suppose the cardinalities of m(φ), m(ψ) and U are p, q and n respectively. The
time complexities for calculating m(φ), m(φ∧ψ) and m(φ∨ψ) are O(pn), O(pq)
and O(pq) respectively using traditional set operation. In the following para-
graph, an encoding method for granules will be introduced. The time complexi-
ties of the above three computations will be reduced obviously with it.

Suppose the number of objects in the universe is n, then the length of code is
n, and every bit denotes an object in the universe. Given a granule, if an object
of the universe belongs to the granule, then the corresponding bit is set to be
1, otherwise, 0. A granule encoded by this rule is called as an encoded granule.
According to the definition, the empty set is encoded by 00...0︸ ︷︷ ︸

n

, and the universe

11...1︸ ︷︷ ︸
n

, labeled as Gφ and GU respectively.

Using encoded granules, the set operation of granules can be translated into
logic operation (AND, OR, NOT, XOR) on codes of encoded granules.
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Let (φ, m(φ)) and (ψ, m(ψ)) be two granules, and their codes is a1a2...an,
b1b2...bn, where n is the cardinality of the universe. The complement, intersection
and union are defined as:

(1) m(¬φ) = NOT a1a2...an

(2) m(φ ∧ ψ) = a1a2...an AND b1b2...bn

(3) m(φ ∨ ψ) = a1a2...an OR b1b2...bn

Based on the above analysis, if we use set operation, the time complexity of
complement, intersection and union are O(np), O(pq) and O(pq), while the time
complexity is O(p),O(p + q) and O(p + q) respectively using logic operation.

We often need to determine whether a granule is included in another granule.
If we check every object one by one, the complexity is O(pq). Here we can
get a simplified method with encoded granules, and its complexity is O(p + q).
If ((φ, m(φ)) AND (ψ, m(ψ))) XOR (φ, m(φ)) = 0, (φ, m(φ)) is included in
(ψ, m(ψ)). For example, {O2, O4} and {O2, O4, O5} are encoded as 01010000
and 01011000 respectively. Because (01010000 AND 01011000) XOR 01010000
= 0, we can conclude that {O2, O4} is included in {O2, O4, O5}, while needn’t
to check every object one by one. So, this method is more efficient than the
traditional way.

Each equivalent class is a subset of the universe. It is a granule also. Therefore,
every equivalent class can be encoded using the method developed in the last
section. For example, {10000000, 01000001, 00111100, 00000010} is the code of
U/{Height, Eyes}. Comparing these codes with Table 5, we can find that each
line or column of a partition matrix is a code of an equivalent class.

In conclusion, the partition matrix not only describes the relationship between
objects, but also gives the codes of equivalent classes. In this way, the challenging
issues of attribute reduction can be solved by partition matrix and encoded
granules.

4 Attribute Reduction Based on Granular Computing

Attribute reduction aims to find minimal subsets of attributes, each of which
has the same discrimination power as the entire attributes. A minimal subset of
attributes is called a reduction if it cannot be further reduced without affecting
the essential information. Owning to the limitation of space, the basic concepts
about attribute reduction is omitted here, but one can consult them in [19].

Attribute reductions based on algebra and information views were discussed
in [18]. Although their definitions are different, both of them need to compute
equivalent classes, so we can use the methods developed in the last section.
Moreover, the set operation can be replaced by logic operation, which could
improve the performance.

Let S be an information system. Using partition matrix we can get the codes of
equivalent classes on condition attributes and decision attributes. Suppose they
are {C1, C2, ..., Ci} and {D1, D2, ..., Dj}, we can develop the following algorithm
to compute the positive region of C with respect to D.
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Algorithm 1 (Computing Positive region of C with respect to D)
Input: IND(C) = {C1, C2, ..., Ci} and IND(D) = {D1, D2, ..., Dj}
Output: The positive region of C with respect to D, POSC(D)
Step 1: Let POSC(D) = Gφ

Step 2: If IND(C) 	= φ, then select an element Cm from IND(C), let IND(C) =
IND(C) − {Cm}, T = IND(D). Otherwise go to Step 5
Step 3: If T 	= φ, then select an element Dn from IND(D), let T = T − {Dn},
t = Cm AND Dn

Step 4: If t = 0, then go to Step 3. Otherwise if t XOR Cm = 0, then let
POSC(D) = POSC(D) OR Cm. Go to Step 2
Step 5: End

According to the definition of attribute reduction in the algebra view, here
we can develop a new attribute reduction algorithm.

Algorithm 2 (Attribute Reduction Based on Granular Computing,
ARBGrC )
Input: An information system S
Output: A reduction of condition attribute C, RED(C)
Step 1: Let RED(C) = φ, A = C, compute the significance of each attribute
a ∈ A, and sort the set of attributes based on significance
Step 2: Compute POSC(D) with Algorithm 1
Step 3: Compute POSRED(C)(D) with Algorithm 1
Step 4: If (POSRED(C)(D) XOR POSC(D))=0, then let A = RED(C), go to
Step 6
Step 5: Select an attribute a from A with the highest significant value, RED(C) =
RED(C) ∪ {a}, A = A − {a}, go to Step 3
Step 6: If A = φ, then go to Step 8. Otherwise, select an attribute a from A,
A = A − {a}
Step 7: Compute POSRED(C)−{a}(D) with Algorithm 1, if POSC(D) XOR
POSRED(C)−{a}(D) = 0, then let RED(C) = RED(C) − {a}. go to Step 6
Step 8: End

The time complexity of ARBGrC is O(mn2), where n is the number of objects
and m is the number of attributes.

5 Simulation Result

In order to test the efficiency of ARBGrC algorithm, we compare it with other
two algorithms. One is the algorithm introduced in [19] whose time complexity is
O(m2n2), the other is the algorithm developed in [20] whose time complexity is
O(m2nlogn). These two algorithms are labeled as Algorithm 3 and Algorithm 4
respectively in Table 6. We implement all algorithms using Visual C++6.0. Some
classical data sets from UCI used by many other researchers are used in our ex-
periment. To make the test result more validity, every algorithm on each data set
was tested 100 times, and the time consuming is their average. For the reason of
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simplification, we might suppose NI is the number of instances, NOA is the num-
ber of original attributes, NAR is the number of attributes after reduction and TC
is the time consuming. The experiment results are shown in Table 6.

Table 6. Test result for different algorithms

Algorithm 3 Algorithm 4 ARBGrC
Data set NI NOA NAR TC(s) NAR TC(s) NAR TC(s)

Zoo 101 16 5 0.0745323 5 0.0236871 5 0.0199314
Glass 214 9 8 0.1363940 8 0.0436963 8 0.0439632
Wine 178 13 2 0.1882960 2 0.1238230 2 0.0251350
Bupa 345 6 3 0.3069120 3 0.1986720 3 0.0435812

Letter-recognition 5000 16 9 202.7750 10 138.4930 9 58.9536

From the experiment, we can find that the results are almost the same in NAR,
while different in TC. More concretely, these three algorithms have the same NAR,
except that Algorithm 4 got 10 attributes on Letter-recognition, while the other
two algorithms got 9 attributes. Moreover, Algorithm 4 has higher speed than Al-
gorithm 3, and ARBGrC consumes less time than Algorithm 4 except on Glass.
From the view of time complexity, Algorithm 4 and ARBGrC are better than Al-
gorithm 3, but it is difficult to say which one is better than the other of these two
algorithms. Theoretically, Algorithm 4 is better than ARBGrC when n/ log2 n
is greater than m, while ARBGrC is better than Algorithm 4 when m is greater
than n/ log2 n. However, from the view of computing method, bitmap technique
is applied in ARBGrC, which is machine oriented, and makes the computing pos-
itive region process incremental, avoiding computing repeatedly. For this reason,
ARBGrC is more effective than the other two algorithms in time consuming.

6 Conclusion

As a new general computation theory, granular computing has appeared in many
related fields. Granule is everywhere, such as classes, clusters, subsets, groups and
intervals. Computing with granules can improve the performance, and reduce the
time complexity, etc. An encoding method for granules using bitmap is proposed
in this paper. Based on it, a new method of attribute reduction is developed. Com-
pared with former methods, this method translates the set operation into logic op-
eration, which improves the performance. This method can be also used in other
fields, such as distributed data processing, and this will be our future work.
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