
1 

CSE 3213, W14 1 

L1: Introduction to Communication 
Networks 

Sebastian Magierowski 
York University 

SC/CSE 3213 Winter 2014 

L1: Introduction 

CSE 3213, W14 2 

•  Course texts, mark breakdown, topics 
•  Telegraph 

–  A connectionless message-switching network 

•  Telephone 
–  A connection-oriented circuit-switching network 

•  ARPANET 
–  A connectionless datagram network 

•  Internet 
–  A connectionless/connection-oriented datagram network 
–  best-effort service 

•  Local Area Networks 
–  Ethernet: connectionless protocol, medium access control 

Outline 

L1: Introduction 
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Textbook & Topics 

•  Textbook: Communication Networks 
•  Ch. 1 – 8 

1.  Network Introduction (1.1-1.2) 
2.  Models, Layers and Applications (2.1-2.5) 
3.  Digital Information & Transmission 

(3.1-3.9) 
4.  Data Link Protocols (5.1-5.5) 
5.  Multiple Access & LANs (6.1,6.2,6.6,6.7) 
6.  Packet Switching (7.1-7.5) 
7.  TCP/IP Architecture (8.1-8.6) 

L1: Introduction 
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Component Percentage 

Assignments  10 

Quizzes (3) 15 

Midterm (Wed. Feb. 26) 25 

Final 50 

Mark Breakdown 

L1: Introduction 
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•  Basic Internet operations and applications 
–  structure, addressing, routing, DNS, HTTP, etc. 

•  Basic network principles 
–  sharing, metrics, scalability 

•  Physical layer (communications THEORY!!!!) 
–  signals, modulation, error detection, error correction, wires 

•  Data Link layer 
–  Flow control, framing 

•  Medium Access Control 
–  Dynamic medium control, ALOHA, Ethernet 

•  Network Layer 
–  routing & IP 

•  Transport Layer 
–  TCP 

Overview 

L1: Introduction 
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•  1850’s text message service 
•  Tap on machine that sends voltage pulses 

 
•  A basic circuit… 

 

Telegraph 

L1: Introduction 
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•  Conceptually convert text into sequence of dots and 
dashes 

Digital Communications (1850s style) 

L1: Introduction 

 
 

Morse  
Code Morse  

Code Morse  
Code Morse  

Code 
A ·  —  J · — — — S · · · 2 · · — — — 
B — · · · K — · — T — 3 · · · — — 
C — · — · L · — · · U · · — 4 · · · · — 
D — · · M — — V · · · — 5 · · · · · 
E · N — · W · — — 6 — · · · · 
F · · — · O — — — X — · · — 7 — — · · · 
G — — · P · — — · Y — · — — 8 — — — · · 
H · · · · Q — — · — Z — — · · 9 — — — — · 
I · ·  R · — · 1 · — — — — 0 — — — — — 
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•  Ideal signal as a function of time 
 
 

 
 
•  What does it actually look like? 

–  Intersymbol interfrence (ISI) 

Physical Signal Characteristics 

L1: Introduction 
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•  What was the data rate of this technology? (In bps) 
–  Operators could send 30 words-per-minute (wpm) 

•  Think of the dots/dashes as 1s/0s… 
•  Or approximate the bits per character for constant length code 

A Little Telegraph Quantification 

L1: Introduction 
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•  Baudot multiplexer let 5 operators use a line at the same 
time 

•  Boosted the rate to? 

 

Multiplexing 

L1: Introduction 

…A2D1C1B1A1 

Paper 
Tape 

Printer 
Paper 
Tape 

Printer 
Paper 
Tape 

Printer 
Paper 
Tape 

Printer 

Baudot 
Demultiplexer 

K
ey

bo
ar

d 

…
 A

3  A
2  A

1 …B
2B

1 

…C2C1 

… D3 D2 D1 

Baudot 
Multiplexer 

5 bits / character 



6 

CSE 3213, W14 11 

Message Switching 

•  “Vast” network of stations 
arose 

–  Operator examines source & 
destination address and routes 
the message to next most 
reasonable switch 

–  store-and-forward : examine 
message in full before sending 
to next node (as opposed to 
cut-through) 

•  Transmission by occasional 
connections referred to as 
message-switching 

L1: Introduction 

Switches 

Message 

Destination 

Source 
Message 

Message 

Message 

indirect connection 
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•  ~ 30 years after telegraph (1876 Bell’s patent) 

•  Direct conversion of sound pressure to an electrical 
analog 

 
 
•  No need for digital translation, a direct end-user service 

–  Plug and play 

•  Rough data rate?  Shannon’s Theorem 

analog 
electrical 

signal 

Microphone Loudspeaker 

sound sound 

The Telephone 

L1: Introduction 
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•  Originally sold in pair 
–  What’s the problem with this? 

•  N users requires ???? connections 

•  1000 users ⇒ 499,500 connections 

The Telephone “Network” 

L1: Introduction 
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(a) (b) (c)

Figure 2-29. (a) Fully interconnected network. (b) Centralized switch.
(c) Two-level hierarchy.

Pretty soon, Bell System switching offices were springing up everywhere and
people wanted to make long-distance calls between cities, so the Bell System
began to connect the switching offices. The original problem soon returned: to
connect every switching office to every other switching office by means of a wire
between them quickly became unmanageable, so second-level switching offices
were invented. After a while, multiple second-level offices were needed, as illus-
trated in Fig. 2-29(c). Eventually, the hierarchy grew to five levels.

By 1890, the three major parts of the telephone system were in place: the
switching offices, the wires between the customers and the switching offices (by
now balanced, insulated, twisted pairs instead of open wires with an earth return),
and the long-distance connections between the switching offices. For a short
technical history of the telephone system, see Hawley (1991).

While there have been improvements in all three areas since then, the basic
Bell System model has remained essentially intact for over 100 years. The fol-
lowing description is highly simplified but gives the essential flavor nevertheless.
Each telephone has two copper wires coming out of it that go directly to the tele-
phone company’s nearest end office (also called a local central office). The dis-
tance is typically 1 to 10 km, being shorter in cities than in rural areas. In the
United States alone there are about 22,000 end offices. The two-wire connections
between each subscriber’s telephone and the end office are known in the trade as
the local loop. If the world’s local loops were stretched out end to end, they
would extend to the moon and back 1000 times.

At one time, 80% of AT&T’s capital value was the copper in the local loops.
AT&T was then, in effect, the world’s largest copper mine. Fortunately, this fact
was not well known in the investment community. Had it been known, some cor-
porate raider might have bought AT&T, ended all telephone service in the United
States, ripped out all the wire, and sold it to a copper refiner for a quick payback.
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The Telephone Network 

L1: Introduction 

•  The birth of the switching office (and Bell Telephone 
Company, 1877)…a wiring hub 

•  Run a wire between the customer and the telephone 
company switching office 

•  Now only need N connections to central office (CO) (aka 
end office or local central office) 
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(c) Two-level hierarchy.
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⇒  
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The Switch 

L1: Introduction 

162 THE PHYSICAL LAYER CHAP. 2

(a)

(b)

Switching office

Physical (copper)
connection set up
when call is made

Packets queued
for subsequent
transmission

Computer

Computer

Figure 2-42. (a) Circuit switching. (b) Packet switching.

An important property of circuit switching is the need to set up an end-to-end
path before any data can be sent. The elapsed time between the end of dialing and
the start of ringing can easily be 10 sec, more on long-distance or international
calls. During this time interval, the telephone system is hunting for a path, as
shown in Fig. 2-43(a). Note that before data transmission can even begin, the call
request signal must propagate all the way to the destination and be acknowledged.
For many computer applications (e.g., point-of-sale credit verification), long setup
times are undesirable.

As a consequence of the reserved path between the calling parties, once the
setup has been completed, the only delay for data is the propagation time for the
electromagnetic signal, about 5 msec per 1000 km. Also as a consequence of the
established path, there is no danger of congestion—that is, once the call has been
put through, you never get busy signals. Of course, you might get one before the
connection has been established due to lack of switching or trunk capacity.

Packet Switching

The alternative to circuit switching is packet switching, shown in Fig. 2-
42(b) and described in Chap. 1. With this technology, packets are sent as soon as
they are available. There is no need to set up a dedicated path in advance, unlike

Human Switch Strowger Switch (1888) Circuit Switching 
(contrast with 

message switching) 

verbal instructions number dialed 

now all digital 
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Telephone Network Hierarchy 

L1: Introduction 
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(a) (b) (c)

Figure 2-29. (a) Fully interconnected network. (b) Centralized switch.
(c) Two-level hierarchy.

Pretty soon, Bell System switching offices were springing up everywhere and
people wanted to make long-distance calls between cities, so the Bell System
began to connect the switching offices. The original problem soon returned: to
connect every switching office to every other switching office by means of a wire
between them quickly became unmanageable, so second-level switching offices
were invented. After a while, multiple second-level offices were needed, as illus-
trated in Fig. 2-29(c). Eventually, the hierarchy grew to five levels.

By 1890, the three major parts of the telephone system were in place: the
switching offices, the wires between the customers and the switching offices (by
now balanced, insulated, twisted pairs instead of open wires with an earth return),
and the long-distance connections between the switching offices. For a short
technical history of the telephone system, see Hawley (1991).

While there have been improvements in all three areas since then, the basic
Bell System model has remained essentially intact for over 100 years. The fol-
lowing description is highly simplified but gives the essential flavor nevertheless.
Each telephone has two copper wires coming out of it that go directly to the tele-
phone company’s nearest end office (also called a local central office). The dis-
tance is typically 1 to 10 km, being shorter in cities than in rural areas. In the
United States alone there are about 22,000 end offices. The two-wire connections
between each subscriber’s telephone and the end office are known in the trade as
the local loop. If the world’s local loops were stretched out end to end, they
would extend to the moon and back 1000 times.

At one time, 80% of AT&T’s capital value was the copper in the local loops.
AT&T was then, in effect, the world’s largest copper mine. Fortunately, this fact
was not well known in the investment community. Had it been known, some cor-
porate raider might have bought AT&T, ended all telephone service in the United
States, ripped out all the wire, and sold it to a copper refiner for a quick payback.
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⇒  

~150 COs 
per region 

~10k local loops 
per end office 
(central office) 

SEC. 2.6 THE PUBLIC SWITCHED TELEPHONE NETWORK 143

service within its area. The most important LECs were the BOCs, although some
LATAs contained one or more of the 1500 independent telephone companies op-
erating as LECs.

The new feature was that all inter-LATA traffic was handled by a different
kind of company, an IXC (IntereXchange Carrier). Originally, AT&T Long
Lines was the only serious IXC, but now there are well-established competitors
such as Verizon and Sprint in the IXC business. One of the concerns at the
breakup was to ensure that all the IXCs would be treated equally in terms of line
quality, tariffs, and the number of digits their customers would have to dial to use
them. The way this is handled is illustrated in Fig. 2-31. Here we see three ex-
ample LATAs, each with several end offices. LATAs 2 and 3 also have a small
hierarchy with tandem offices (intra-LATA toll offices).

1 2

To local loops

IXC #1’s
toll office

IXC #2’s
toll office

IXC POP

Tandem
office

End
office

LATA 3LATA 2LATA 1

1 2 1 2 1 2

Figure 2-31. The relationship of LATAs, LECs, and IXCs. All the circles are
LEC switching offices. Each hexagon belongs to the IXC whose number is in it.

Any IXC that wishes to handle calls originating in a LATA can build a
switching office called a POP (Point of Presence) there. The LEC is required to
connect each IXC to every end office, either directly, as in LATAs 1 and 3, or
indirectly, as in LATA 2. Furthermore, the terms of the connection, both techni-
cal and financial, must be identical for all IXCs. This requirement enables, a sub-
scriber in, say, LATA 1, to choose which IXC to use for calling subscribers in
LATA 3.

As part of the MFJ, the IXCs were forbidden to offer local telephone service
and the LECs were forbidden to offer inter-LATA telephone service, although

~150 regions 

(end office =  
central office) 

long distance carrier 
(AT&T, Verizon, etc.) 
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The Works Communications 

Telephone 

Tracking the Path of a Call 

i . After a call is 
placed, the voice data 
travel along a pair 
of copper wires to a 
local networked phone 
company box. This 
box contains hundreds 
of wire pairs. 

2. The call is then 
routed to a "digital 
concent ra tor , " where 
it is digitized at a 
sample rate of 8 ,000 
samples per second. 

3. The digitized 
information is then 
sent—usual ly via 
coaxial or^iber 
optic cable—to the 
phone company's 
switching stat ion, 
where it will be routed 
to its dest ination. 

4. If the call is a local 
call, the signal is 
simply looped back into 
the local system. If 
it is a long-distance 
call, the signal is 
forwarded to the 
long-distance network. 

5. Long-distance 
calls may he t ransmitted 
by cable, microwave 
towers, or satellite. 

Path of a Call 

L1: Introduction 

•  Phone signal 
out on copper pair 

•  To local phone company 
box with 100s of inputs 

•  To a digital concentrator 
that digitizes the signal 

•  Then via coaxial cable or fiber 
to the phone company’s 
switching station 

•  Then perhaps to the switching station 
of a long distance network 

•  And so on, with the possibility of satellite 
transmission 

[Kercher, ©Penguin] 
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•  New York has 80 for 8,000,000 
–  About 100,000 lines served by a station 

Switching Station 

L1: Introduction 

140 West St. Among the most 
notable of New York's switching 
stations is 140 West St., a 31-s tory 
facility constructed in 1926 as 
the headquarters of the original New 
York Telephone Company and 
more recently Verizon's centra! office. 
Made 0/steel, brick, and stone, it 
survived the collapse of its neighbor, 
7 World Trade Center, on 9 / 1 1 . 

33 Thomas St. The 29-story Long 
Lines Building (Long Lines was 
once the name of the AT&T division 
tha t operated the long-distance 
toll network) stands sentry in lower 
Manhattan. The building, built 
in 1974, is said to be able to withstand 
nuclear fallout and has enough 
backup energy to operate for two 
full weeks. 

811 Tenth Ave. Like other 
switching stations, the function of 
the AT&T switching stat ion in 
Clinton has determined its shape. 

375 Pearl St. The New York 
Telephone Company switching station 
on Pearl St., adjacent to the 
Brooklyn Bridge, is clad in white 
marble slabs with windows 
represented by black vertical stripes. 

Switching Stations 

Full 0/computer-controlled digital 
and fiber optic equipment, 
switching stations provide a variety 
of different connection paths 
for voice calls and data circuits. 

Switching stations are the 
lynchpin of telephone 

communications, and there are 80 or so of them spread out 
across the five boroughs. Each switching center contains a 
complex array of computer-controlled digital and fiber optic 
equipment that fulfills a variety of functions: call 
processing, billing, distribution, and enhanced features for 
subscribers. Each also contains sophisticated power, 
ventilation, and cooling systems to ensure the continued 
operation of the equipment. One feature absent from 
many switching stations is windows: the absence of glass 
panes helps to protect telephone switches and sensitive 
electronic equipment from dust, temperature, and humidity. 

In addition to switching stations, New York's 
telecommunications infrastructure includes carrier hotels, 
which locate network carriers and service providers 
together to allow direct connections between them and to 
facilitate access to multiple local and long-distance 
networks. Perhaps the premier carrier hotel in the world 
is located at 60 Hudson St. in Manhattan, the former 
Western Union headquarters. Over 100 domestic and 
international telecom companies are housed there, including 
AT&T, Cable & Wireless, GTE-Verizon, Time Warner 
Telecom, Qwest, and Global Crossing. [Kercher, ©Penguin] 
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Three Phases of a Connection 

Network selects route; 
Sets up connection;  
Called party alerted 

Telephone 
network 

Pick up phone 

Dial tone. 

Dial number 

Exchange voice 
signals 

1. 

2. 

3. 

4. 

5. 

Telephone 
network 

Telephone 
network 

Telephone 
network 

Telephone 
network 

Telephone 
network 

Hang up. 6. 

1. Connection 
set up 

2. Information 
transfer 

3. Connection 
release 

circuit switching: formation of 
dedicated path between 
source and destination 

connection oriented: a 
network that establishes a 
connection before 
transmitting information 
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•  Pulse Code Modulation 
–  64 kbps uncompressed voice signal (8-bit sample every 125 µs) 

•  Time Division Multiplexing (TDM) 
–  Put multiple signals on the trunk  
–  T1 carrier method sends a signal from one of 24 messages every 

125 us 
–  (24*8+1)/125 us = 1.544 Mbps 

•  Digital Switching (no analog conversion) 
–  No need to go back to analog at switch 

•  Optical Transmission 
–  1012 bps!!! 

Digitization of the Telephone Network 

L1: Introduction 
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Internet 

•  An internetwork 

•  Multi-tiered, decentralized 
organization 

•  A network of computers 
–  Powerful processing at network 

edge 

–  Move communication complexity 
towards the edge 

–  Develop sophisticated protocols 

L1: Introduction 
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•  U.S. military dependent on PSTN in 50’s 
•  Easy to cripple by taking out switching centers 
•  RAND Corp. (Paul Baran) proposes a distributed network 
•  AT&T rejected the idea when asked to build prototype 

Telephone vs. Internet 

L1: Introduction 

SEC. 1.5 EXAMPLE NETWORKS 55

Of course, countless technical books have been written about the Internet and
its protocols as well. For more information, see, for example, Maufer (1999).

The ARPANET

The story begins in the late 1950s. At the height of the Cold War, the U.S.
DoD wanted a command-and-control network that could survive a nuclear war.
At that time, all military communications used the public telephone network,
which was considered vulnerable. The reason for this belief can be gleaned from
Fig. 1-25(a). Here the black dots represent telephone switching offices, each of
which was connected to thousands of telephones. These switching offices were,
in turn, connected to higher-level switching offices (toll offices), to form a
national hierarchy with only a small amount of redundancy. The vulnerability of
the system was that the destruction of a few key toll offices could fragment it into
many isolated islands.

(a)

Toll
office

Switching
office

(b)

Figure 1-25. (a) Structure of the telephone system. (b) Baran’s proposed dis-
tributed switching system.

Around 1960, the DoD awarded a contract to the RAND Corporation to find a
solution. One of its employees, Paul Baran, came up with the highly distributed
and fault-tolerant design of Fig. 1-25(b). Since the paths between any two switch-
ing offices were now much longer than analog signals could travel without distor-
tion, Baran proposed using digital packet-switching technology. Baran wrote sev-
eral reports for the DoD describing his ideas in detail (Baran, 1964). Officials at
the Pentagon liked the concept and asked AT&T, then the U.S.’ national tele-
phone monopoly, to build a prototype. AT&T dismissed Baran’s ideas out of
hand. The biggest and richest corporation in the world was not about to allow
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phone monopoly, to build a prototype. AT&T dismissed Baran’s ideas out of
hand. The biggest and richest corporation in the world was not about to allow

Public Switched Telephone Network 
(PSTN) 

Distributed Switching System 



12 

CSE 3213, W14 23 

•  RAND idea implemented in late 60’s as network of 
computers between research centers 

 
Dec. ’69   July ’70   Mar. ’71 
 
Apr. ’72                       Sept. ’72 
 

•  Retired in ‘90 at >100 hosts 
–  California - Norway 

ARPANET 

L1: Introduction 

58 INTRODUCTION CHAP. 1

node by a team led by Len Kleinrock (a pioneer of the theory of packet switching)
to the SRI node. The network grew quickly as more IMPs were delivered and
installed; it soon spanned the United States. Figure 1-27 shows how rapidly the
ARPANET grew in the first 3 years.
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Figure 1-27. Growth of the ARPANET. (a) December 1969. (b) July 1970.
(c) March 1971. (d) April 1972. (e) September 1972.

In addition to helping the fledgling ARPANET grow, ARPA also funded re-
search on the use of satellite networks and mobile packet radio networks. In one
now famous demonstration, a truck driving around in California used the packet
radio network to send messages to SRI, which were then forwarded over the
ARPANET to the East Coast, where they were shipped to University College in
London over the satellite network. This allowed a researcher in the truck to use a
computer in London while driving around in California.

This experiment also demonstrated that the existing ARPANET protocols
were not suitable for running over different networks. This observation led to
more research on protocols, culminating with the invention of the TCP/IP model
and protocols (Cerf and Kahn, 1974). TCP/IP was specifically designed to handle
communication over internetworks, something becoming increasingly important
as more and more networks were hooked up to the ARPANET.
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In addition to helping the fledgling ARPANET grow, ARPA also funded re-
search on the use of satellite networks and mobile packet radio networks. In one
now famous demonstration, a truck driving around in California used the packet
radio network to send messages to SRI, which were then forwarded over the
ARPANET to the East Coast, where they were shipped to University College in
London over the satellite network. This allowed a researcher in the truck to use a
computer in London while driving around in California.

This experiment also demonstrated that the existing ARPANET protocols
were not suitable for running over different networks. This observation led to
more research on protocols, culminating with the invention of the TCP/IP model
and protocols (Cerf and Kahn, 1974). TCP/IP was specifically designed to handle
communication over internetworks, something becoming increasingly important
as more and more networks were hooked up to the ARPANET.
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•  Nodes consisted of minicomputers connected to hosts 
–  Interface Message Processors (IMPs) 

•  Linked by 56-kbps lines leased 
from telephone company 

•  Protocols developed for communication 
–  agreement/rules on how communications are to proceed 
–  IMP-IMP, S/IMP-D/IMP, Host-IMP, Host-Host 

ARPANET: Basic Structure 
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to build the subnet and write the subnet software. BBN chose to use specially
modified Honeywell DDP-316 minicomputers with 12K 16-bit words of core
memory as the IMPs. The IMPs did not have disks, since moving parts were con-
sidered unreliable. The IMPs were interconnected by 56-kbps lines leased from
telephone companies. Although 56 kbps is now the choice of teenagers who can-
not afford DSL or cable, it was then the best money could buy.

The software was split into two parts: subnet and host. The subnet software
consisted of the IMP end of the host-IMP connection, the IMP-IMP protocol, and
a source IMP to destination IMP protocol designed to improve reliability. The
original ARPANET design is shown in Fig. 1-26.

Host-IMP
protocol

Host-host protocol

Source IMP to destination IMP protocol

IMP-IMP protocol
IMP-IMP

protocol

Host

IMP

Subnet

Figure 1-26. The original ARPANET design.

Outside the subnet, software was also needed, namely, the host end of the
host-IMP connection, the host-host protocol, and the application software. It soon
became clear that BBN was of the opinion that when it had accepted a message on
a host-IMP wire and placed it on the host-IMP wire at the destination, its job was
done.

Roberts had a problem, though: the hosts needed software too. To deal with
it, he convened a meeting of network researchers, mostly graduate students, at
Snowbird, Utah, in the summer of 1969. The graduate students expected some
network expert to explain the grand design of the network and its software to them
and then assign each of them the job of writing part of it. They were astounded
when there was no network expert and no grand design. They had to figure out
what to do on their own.

Nevertheless, somehow an experimental network went online in December
1969 with four nodes: at UCLA, UCSB, SRI, and the University of Utah. These
four were chosen because all had a large number of ARPA contracts, and all had
different and completely incompatible host computers (just to make it more fun).
The first host-to-host message had been sent two months earlier from the UCLA
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•  Datagram service (just like telegraph) 
–  connectionless (contrast with connection-oriented) 
–  unreliable (unacknowledged) 

•  Packet switched 
–  messages up to 8063 bits could be sent 
–  BUT…IMPs broke it up into 1008 bit (max) packets 

•  Automated routing 
–  no connection setup prior to packet transmission 
–  distributed routing algorithm to update routing tables 

•  Error control 
•  Congestion control 
•  Flow control 

Key ARPANET Characteristics 
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•  ARPANET introduced many new applications 
–  Email 
–  remote login 
–  file transfer… 

ARPANET Applications 

L1: Introduction 
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node by a team led by Len Kleinrock (a pioneer of the theory of packet switching)
to the SRI node. The network grew quickly as more IMPs were delivered and
installed; it soon spanned the United States. Figure 1-27 shows how rapidly the
ARPANET grew in the first 3 years.
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In addition to helping the fledgling ARPANET grow, ARPA also funded re-
search on the use of satellite networks and mobile packet radio networks. In one
now famous demonstration, a truck driving around in California used the packet
radio network to send messages to SRI, which were then forwarded over the
ARPANET to the East Coast, where they were shipped to University College in
London over the satellite network. This allowed a researcher in the truck to use a
computer in London while driving around in California.

This experiment also demonstrated that the existing ARPANET protocols
were not suitable for running over different networks. This observation led to
more research on protocols, culminating with the invention of the TCP/IP model
and protocols (Cerf and Kahn, 1974). TCP/IP was specifically designed to handle
communication over internetworks, something becoming increasingly important
as more and more networks were hooked up to the ARPANET.
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•  ARPANET was a great WAN demonstration 
–  A robust network 
–  Capable of supporting a variety of applications 

•  But… 
–  Its protocol structure did not support the merging of  various 

networks well 
–  Not an internet 
–  E.g. ARPANET + packet radio + satellite performed poorly 

•  A reorganized design was proposed… 

Internetworking 

L1: Introduction 
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TCP/IP 

•  New set of rules proposed 
to enable internetworking 

•  Kahn & Cerf argued for  
common rule layer  

–  Hide differences between different networks 
instead of translation 

•  The layer was eventually  
separated into 2 protocols 

–  IP (Internet Protocol) 
•  A means of getting messages  

moving over multiple links: connectionless 
–  TCP (Transmission Control Protocol) 

•  A means of strengthening delivery guarantees 
between end-points: connection-oriented 

L1: Introduction 

HTTP SMTP DNS RTP

UDP

IP

TCP

Network
Interface 1

Network
Interf ace 2

Network
Interface 3

The TCP/IP Protocol Suite

The hourglass shape of the TCP/IP protocol suite underscores the features that make 
TCP/IP so powerful. The operation of the single IP protocol over various networks 

provides independence from

          provides independence from the underlying network technologies. The 
communication services of TCP and UDP provide a network-independent platform     
on which applications can be developed. By allowing multiple network technologies       

to coexist, the Internet is able to provide ubiquitous connectivity and to achieve         
 enormous economies of scale.
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•  With universally understood communication rules hosts in 
different types of network can talk to each other 

•  Routers talk IP, hosts talk TCP & IP 
–  Encapsulation 

Layers & Structural Ideas 

L1: Introduction 

Net 1 Net 2 

router 

H H 
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•  Location based addressing 
•  Hierarchical address: Net ID + Host ID 
•  IP packets routed according to Net ID 
•  Routers compute routing tables using distributed 

algorithm 

IP Addressing and Routing 

L1: Introduction 

G 
G 

G 

G 
G 

G 

Net 1 

Net 5 

Net 3 

Net 4 Net 2 

H 

H 
H 

H 



16 

CSE 3213, W14 31 

Internet Today 

L1: Introduction 
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The big picture is shown in Fig. 1-29. Let us examine this figure piece by
piece, starting with a computer at home (at the edges of the figure). To join the
Internet, the computer is connected to an Internet Service Provider, or simply
ISP, from who the user purchases Internet access or connectivity. This lets the
computer exchange packets with all of the other accessible hosts on the Internet.
The user might send packets to surf the Web or for any of a thousand other uses, it
does not matter. There are many kinds of Internet access, and they are usually
distinguished by how much bandwidth they provide and how much they cost, but
the most important attribute is connectivity.

Data
center

Fiber
(FTTH)

DSL

Dialup
Cable

3G mobile
phone

Tier 1 ISP

Other
ISPs

Peering
at IXP

POP
Data
path

Router

Cable
modem

CMTS

Backbone

DSLAM

DSL modem

Figure 1-29. Overview of the Internet architecture.

A common way to connect to an ISP is to use the phone line to your house, in
which case your phone company is your ISP. DSL, short for Digital Subscriber
Line, reuses the telephone line that connects to your house for digital data
transmission. The computer is connected to a device called a DSL modem that
converts between digital packets and analog signals that can pass unhindered over
the telephone line. At the other end, a device called a DSLAM (Digital Sub-
scriber Line Access Multiplexer) converts between signals and packets.

Several other popular ways to connect to an ISP are shown in Fig. 1-29. DSL
is a higher-bandwidth way to use the local telephone line than to send bits over a
traditional telephone call instead of a voice conversation. That is called dial-up
and done with a different kind of modem at both ends. The word modem is short
for ‘‘modulator demodulator’’ and refers to any device that converts between digi-
tal bits and analog signals.

Another method is to send signals over the cable TV system. Like DSL, this
is a way to reuse existing infrastructure, in this case otherwise unused cable TV

TorIX 
(Front &  
Uni.) 

Regional or National ISPs 
(e.g. Telus, SaskTel, Bell) 

International ISPs (Tier 1) 
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•  Google, Facebook, etc. also setting up private pathways 
to move data between centers 

Tier-1 ISPs 

L1: Introduction 

1.  Level 3 
2.  Global Crossing 
3.  NTT 
4.  Sprint 
5.  TeliaSonera 
6.  Tinet 
7.  Tata 
8.  Cogent 
9.  Verizon 
10.  AT&T 
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•  A major component of the internet are concentrated 
networks of computers 

–  university, business 

•  These simpler networks interface to the internet via 
routers but what happens inside? 

•  Basic components 
–  hubs 
–  bridges/switches 

Local Area Networks 

L1: Introduction 
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4.8.2 Learning Bridges

The topology of two LANs bridged together is shown in Fig. 4-41 for two
cases. On the left-hand side, two multidrop LANs, such as classic Ethernets, are
joined by a special station—the bridge—that sits on both LANs. On the right-hand
side, LANs with point-to-point cables, including one hub, are joined together. The
bridges are the devices to which the stations and hub are attached. If the LAN
technology is Ethernet, the bridges are better known as Ethernet switches.
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Figure 4-41. (a) Bridge connecting two multidrop LANs. (b) Bridges (and a
hub) connecting seven point-to-point stations.

Bridges were developed when classic Ethernets were in use, so they are often
shown in topologies with multidrop cables, as in Fig. 4-41(a). However, all the
topologies that are encountered today are comprised of point-to-point cables and
switches. The bridges work the same way in both settings. All of the stations at-
tached to the same port on a bridge belong to the same collision domain, and this
is different than the collision domain for other ports. If there is more than one sta-
tion, as in a classic Ethernet, a hub, or a half-duplex link, the CSMA/CD protocol
is used to send frames.

There is a difference, however, in how the bridged LANs are built. To bridge
multidrop LANs, a bridge is added as a new station on each of the multidrop
LANs, as in Fig. 4-41(a). To bridge point-to-point LANs, the hubs are either con-
nected to a bridge or, preferably, replaced with a bridge to increase performance.
In Fig. 4-41(b), bridges have replaced all but one hub.

Different kinds of cables can also be attached to one bridge. For example, the
cable connecting bridge B1 to bridge B2 in Fig. 4-41(b) might be a long-distance
fiber optic link, while the cable connecting the bridges to stations might be a
short-haul twisted-pair line. This arrangement is useful for bridging LANs in dif-
ferent buildings.

Now let us consider what happens inside the bridges. Each bridge operates in
promiscuous mode, that is, it accepts every frame transmitted by the stations
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Popular LANs 

•  IEEE 802.11 (WiFi) & IEEE 802.3 (Ethernet) 
–  Best-effort connectionless service 
20 INTRODUCTION CHAP. 1

Ethernet
switchPorts To rest of

network

To wired networkAccess
point

Figure 1-8. Wireless and wired LANs. (a) 802.11. (b) Switched Ethernet.

to hundreds of Mbps. (In this book we will adhere to tradition and measure line
speeds in megabits/sec, where 1 Mbps is 1,000,000 bits/sec, and gigabits/sec,
where 1 Gbps is 1,000,000,000 bits/sec.) We will discuss 802.11 in Chap. 4.

Wired LANs use a range of different transmission technologies. Most of
them use copper wires, but some use optical fiber. LANs are restricted in size,
which means that the worst-case transmission time is bounded and known in ad-
vance. Knowing these bounds helps with the task of designing network protocols.
Typically, wired LANs run at speeds of 100 Mbps to 1 Gbps, have low delay
(microseconds or nanoseconds), and make very few errors. Newer LANs can op-
erate at up to 10 Gbps. Compared to wireless networks, wired LANs exceed them
in all dimensions of performance. It is just easier to send signals over a wire or
through a fiber than through the air.

The topology of many wired LANs is built from point-to-point links. IEEE
802.3, popularly called Ethernet, is, by far, the most common type of wired
LAN. Fig. 1-8(b) shows a sample topology of switched Ethernet. Each com-
puter speaks the Ethernet protocol and connects to a box called a switch with a
point-to-point link. Hence the name. A switch has multiple ports, each of which
can connect to one computer. The job of the switch is to relay packets between
computers that are attached to it, using the address in each packet to determine
which computer to send it to.

To build larger LANs, switches can be plugged into each other using their
ports. What happens if you plug them together in a loop? Will the network still
work? Luckily, the designers thought of this case. It is the job of the protocol to
sort out what paths packets should travel to safely reach the intended computer.
We will see how this works in Chap. 4.

It is also possible to divide one large physical LAN into two smaller logical
LANs. You might wonder why this would be useful. Sometimes, the layout of the
network equipment does not match the organization’s structure. For example, the
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•  A common challenge: communicating with multiple nodes 
over a shared medium 

•  Medium Access Controls for sharing were developed 
•  Example:  Polling protocol on a multidrop line 

Medium Access Control (MAC) 
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Figure 1-8. Wireless and wired LANs. (a) 802.11. (b) Switched Ethernet.

to hundreds of Mbps. (In this book we will adhere to tradition and measure line
speeds in megabits/sec, where 1 Mbps is 1,000,000 bits/sec, and gigabits/sec,
where 1 Gbps is 1,000,000,000 bits/sec.) We will discuss 802.11 in Chap. 4.

Wired LANs use a range of different transmission technologies. Most of
them use copper wires, but some use optical fiber. LANs are restricted in size,
which means that the worst-case transmission time is bounded and known in ad-
vance. Knowing these bounds helps with the task of designing network protocols.
Typically, wired LANs run at speeds of 100 Mbps to 1 Gbps, have low delay
(microseconds or nanoseconds), and make very few errors. Newer LANs can op-
erate at up to 10 Gbps. Compared to wireless networks, wired LANs exceed them
in all dimensions of performance. It is just easier to send signals over a wire or
through a fiber than through the air.

The topology of many wired LANs is built from point-to-point links. IEEE
802.3, popularly called Ethernet, is, by far, the most common type of wired
LAN. Fig. 1-8(b) shows a sample topology of switched Ethernet. Each com-
puter speaks the Ethernet protocol and connects to a box called a switch with a
point-to-point link. Hence the name. A switch has multiple ports, each of which
can connect to one computer. The job of the switch is to relay packets between
computers that are attached to it, using the address in each packet to determine
which computer to send it to.

To build larger LANs, switches can be plugged into each other using their
ports. What happens if you plug them together in a loop? Will the network still
work? Luckily, the designers thought of this case. It is the job of the protocol to
sort out what paths packets should travel to safely reach the intended computer.
We will see how this works in Chap. 4.

It is also possible to divide one large physical LAN into two smaller logical
LANs. You might wonder why this would be useful. Sometimes, the layout of the
network equipment does not match the organization’s structure. For example, theCSE 3213, W14 36 

•  How do LANs identify themselves? 
–  If they share a medium some means of identification is necessary 

•  Globally unique address 
–  MAC address, MAC-48, physical address 
–  consists of 48-bits 
–  burned inside network interface card (NIC) 

•   How does this work with IP? 
–  The layering concept 

LAN Addressing 

L1: Introduction 
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•  connectionless 
–  Send to source before you know that source is accepting 

•  connection-oriented 
–  Send to source only after you hear that it is willing to accept 

•  packet-switching 
–  Non-dedicated link to source made on fly for each chunk of message 

•  circuit-switching 
–  Dedicated link created to source for duration of message 

•  best-effort service 
–  not guaranteed 

•  datagram service 
–  unacknowledged connectionless service 

Summary of Some Network Terms 

L1: Introduction 


